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Abst r act
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In particular, it describes managed objects for Small Conputer System
Interface (SCSI) entities, independently of the interconnect
subsystem | ayer.
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1. The Internet-Standard Managenent Franmewor k

For a detailed overview of the docunents that describe the current
I nt ernet - Standard Managenent Franmework, please refer to section 7 of
RFC 3410 [ RFC3410].

Managed objects are accessed via a virtual information store, terned
t he Managenent Infornmation Base or MB. MB objects are generally
accessed through the Sinple Network Managenent Protocol (SNWP).
hjects in the MB are defined using the nmechani sns defined in the
Structure of Managenent Information (SM). This meno specifies a MB
nmodul e that is conpliant to the SMv2, which is described in STD 58,
RFC 2578 [ RFC2578], STD 58, RFC 2579 [ RFC2579] and STD 58, RFC 2580

[ RFC2580] .

2. Requirenents Notation

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

3. Overview

This meno defines a portion of the Managenent |nformation Base (M B)
for use with network nmanagenent protocols in the Internet comunity.
In particular, it describes a set of nanaged objects to configure and
nmoni tor Small Conputer SystemInterface entities (SCSI entities),
i.e., SCSI target devices and SCSI initiator devices and SCSI ports.
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SCSl is a client-server protocol in which application clients within
a SCSl initiator device (client) issue service requests to |ogica
units contained in a SCSI target device(server).

This M B nodul e i s based on docunents defined by the ANSI T10
Technical Conmittee, specifically the SCSI Architecture Mdel - 2
[ SAM2] and SCSI Prinmary Conmands - 2 [ SPC?].

The [ SAM2] standard is the primary source for the SCSI architecture
di scussion in this docunment and the termnminology used in this MB
nodul e.

3.1. Introduction

In the late 1970s, a firmcalled Shugart Associates started to have
some consi derabl e success with a peripheral interface definition in
what becane the PC marketplace, and this interface was adopted and
ext ended by an open standards comrittee to formthe Small Conputer
Systens Interface (SCSI). SCSI defines an 8-bit-wi de nulti-drop
"bus" structure, which could interconnect a total of eight

peri pheral s and conputer systens.

It is inmportant to realize that initially SCSI standardized only the
"physi cal connection", i.e., the connectors, cables, and interface
signals. Thus, even though a peripheral could be connected to
mul ti ple systems, the information that flowed across the interface
was different in each case. This was addressed sone five years later
by the definition of a Commpon Command Set, and with this definition
in place it was possible for the first tine to devel op a periphera
with both a common interface and common operating firmwvare for
connection to nultiple systens.

The physical interface of SCSI continued to be devel oped throughout
the 1980s with the addition of fast (up to 10 nmegabytes/s) and wi de
(16 bits) variants, but the di stance supported renmai ned a maxi num of
25 nmeters (fromone end of the bus to another), and indeed sone of
the faster variants supported much | ess than that distance. The
command set devel opnent continued, with special commands for tapes,
printers, and even processors being added to the original disk-
oriented set. So successful was SCSI in the 1980s that the majority
of the avail able Operating Systens incorporated support for the SCS
comand set as standard.

However, at the end of the 1980s the di stance, speed, and nunber of
devi ces supported by SCSI were starting to becone significant

i npedi ments to systens design, and although the "information

expl osi on" had not yet started in earnest, it was al ready being
anticipated. At the sanme tine, the serial interface technol ogies
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devel oped for Local Area Networks such as Ethernet, and the fibre
optics technol ogies that were first deployed in tel ecommunications
applications were starting to appear sufficiently rugged and | ow cost
for use in peripheral interface applications. Thus, a standards
proj ect was begun in 1988 to develop a new serial, fibre-optic
interface to carry the SCSI comand sets and ot her periphera
protocols. This interface eventually became known as Fi bre Channe
(FC), and it is based on an architecture centered around an
abstractly defined "fabric", which may be a switch or a | oop
connection. M B nodules for various FC equiprments are already in
exi stence.

In order to support the new interfaces, it was necessary to

conpl etely reorgani ze the SCSI standards and definitions. The
command sets were separated fromthe physical interface definitions
and a SCSI Architectural Mdel (SAM was created to define the

i nteraction between the various standards. It is a key to
understanding SAMto realize that it was first created approxi nately
10 years AFTER the first SCSI products were shipped!

The nost recent devel opnent in this saga occurred in 2000 when an

| ETF Working Group was forned to address, anong other things, a
definition for transporting the SCSI command sets directly over a
TCP/IP infrastructure. This effort is known as i SCSI [RFC3720], and
an i SCSI MB nodul e is already under devel opnent [ISCSI].

Most of the projects are in T10, except Fibre Channel, which is
defined by T11 and | EEE defi nes 1394.

The SCSI M B nodul e represents the SCSI protocol |ayer comon to al
SCSI command sets and transports. |t does not represent the comand
sets and transports thensel ves. These should appear in other MB
nmodul es specific to the transport or conmand set. The follow ng
illustration shows the rel ationshi ps between the various actual and
possi ble SCSI-rel ated M B nodul es.
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o m e e e e e e e e e eme e +
SCSI Conmand | Higher-level MBs, specific to |
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o m e e e e e e e e e e e e e e eaao - +
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SCsSl | TCP | Fibre | O her |
Interconnect | MB | Channel | Interconnect |
| | MBs | M Bs |
Fomm e [ TS R +

An i SCSI M B nodule [ISCSI] and a Fi bre Channel interconnect MB
nmodul e [ RFC4044] are currently being devel oped. No devel opnent is
currently planned for standard conmand-set-specific or device-
specific M Bs.

The TCP-M B [ RFC4022] is already a proposed standard RFC 4022.
3.2. SCSI Term nol ogy

The foll owi ng sections explain some of the SCSI terminology, which is
used later in defining the MB nodule. For the authoritative
definitions of these ternms, see SAM 2 [ SAM?].

3.2.1. SCSI Application Layer

The protocols and procedures that inplenent or invoke SCSI commands
and task nmanagenent functions by using services provided by a SCSI
transport protocol |ayer.

3.2.2. SCSI Device

A SCSI device is an entity that contains one or nore SCSI ports that
are connected to a service delivery subsystem and supports a SCSI
application protocol.

3.2.3. SCSI Port

A SCSI port is a device-resident entity that connects the application
client, device server, or task manager to the service delivery
subsystem t hrough which requests and responses are routed. A SCSI
port is synonynous with port and either a SCSI initiator port or a
SCSI target port.
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3.2.4. SCSI Initiator Device

A SCSI initiator device contains application clients and SCS
initiator ports that originate device service and task managenent
requests to be processed by a SCSI target device. When used, this
termrefers to SCSI initiator devices or SCSI target/initiator
devices that are using the SCSI target/initiator port as a SCS
initiator port.

3.2.5. SCSI Initiator Port

A SCSI initiator port acts as the connection between application
clients and the service delivery subsystemthrough which requests and
responses are routed. In all cases when this termis used, it refers
to an initiator port or a SCSI target/initiator port operating as a
SCSI initiator port.

3.2.6. SCslI Target Device

A SCSI target device contains logical units and SCSI target ports
that receive device service and task nanagenent requests for
processing. Wen used, this termrefers to SCSI target devices or
SCSI target/initiator devices that are using the SCS
target/initiator port as a SCSI target port.

3.2.7. SCSI Target Port
A SCSI target port contains a task router and acts as the connection
bet ween devi ce servers and task managers and the service delivery
subsystem t hrough which requests and responses are routed. Wen this
termis used, it refers to a SCSI target port or a SCS
target/initiator port operating as a SCSI target port.

3.2.8. Logical Units
A logical unit is an entity residing in the SCSI target device that
i mpl enents a devi ce nodel and processes SCSI conmands sent by an
application client.

3.2.9. Logical Unit Nunmber

A Logical Unit Nunmber or LUNis a 64-bit identifier for a |ogica
unit.

3.2.10. Interconnect Subsystem

An interconnect subsystemis one or nore interconnects that appear as
a single path for the transfer of infornmation between SCSI devices.
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3.2.11. Device Server

A device server is an object within the logical unit that processes
SCSI tasks according to the rules for task nanagenent.

3.2.12. Task Manager

A task manager is a server within the SCSI target device that
processes task nanagenent functions.

3.2.13. SCSI | nstance

A "SCSI instance" is a distinct SCSI entity within a nanaged system
Wher eas nost inplenmentations will have just one SCSI instance, the

M B nodule allows for multiple (virtual) instances, such that a large
system can be "partitioned" into nmultiple, distinct virtual systens.

For exanple, in a host, it allows nultiple vendors’ inplenentations
of the MB nodule to co-exist under a single SNVWP agent through each
vendor’s inplenentation being a different SCSI instance. It also
all ows a single SNMP agent to represent nultiple subsystens each of
whi ch has its own SCSI instance

3.3. SCSI MB Mdul e Inplenentation

The SCSI M B nodule is a basic building block to use in the various
SCSI managenent scenarios. This nodule is intended to be inplenented
in every SCSI entity in a managed system A SCSI entity can be a
SCSI initiator device, SCSI target device or SCSI initiator and
Target device. Since SCSI (storage) networking devices nay contain
nore than one SCSI entity, it is possible that nore than one SCS
instance will reside in a single device.

In small-scale environnments, a single network managenent station
(NVM5) may have SNWP access to both SCSI initiator devices and SCS
target devices. However, if the SCSI target devices, or virtualized
target devices, are being provided as a service, it is nore likely
that the provider of the service owns and nanages the SCSI target
devices and that the consuner of the service owns and nanages the
SCSI initiator devices. 1In this case, the service provider NV5 and
the consunmer NVS may have only all owed SNMP access to the SCSI target
devices and the SCSI initiator devices, respectively.

The figures in this chapter describe the location of the SCSI MB
nodul e i npl enentations in the various SCSI nanagenment scenarios. The
| ocations of the SCSI SNMP agent inplenenting the SCSI M B nodul e are
denoted with **'.
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I + Fommemana +
| SCSI | SCSI Transport | SCSI |
[Initiator 4------ocmmm e +Tar get
| Devi ce | | Devi ce
| * | | * |
Fomm e - + Fomm e e o +
| |
| |
| |
| |
| SNVP N + SNVP |
R L R T | SCsI [----cmmm e - +
| Managenent |
| (NMB) |
S +

Figure 1. Single SCSI Initiator Device and
Singl e SCSI Target Device

Figure 1 describes a sinple SCSI managenent scenario of a SCS
initiator device, a SCSI target device, and a managenent station. In
this scenario, there are two SNWP agents, each containing its SCS
instance and its respective objects. As the SCSI target device and
SCSl initiator device are interconnected, their target and initiator
port objects will be conplenentary.

S +
| +-------- +-+ SCSI Transport L +
| | SCsi R e + SCsl |
[* ] Initiator+--------mmmmmmm e + Tar get
+--| Device | SCSlI Transport | Device
* *

T L L
| | |
| | |
| | |
| :
| SNVP | SNVP S + SNWVP
Fomm - R R | SCSI I +

| Managenent |

| (NVB) |

[ T +

Figure 2. Miltiple Hosts and a Single Target Device
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Fi gure 2 adds another SCSI initiator device, to the SCSI network,

whi ch connects to the sane SCSI target device. The additional SCS
initiator device also has an SNVP agent inplenmenting the SCSI MB
module. In this case, the SCSI target device’s MB nodule will show
that two SCSI initiator devices are attached to it.

. + I +
| tmmmmmm e + B - + S - +
| | SCsl [------------- | Virtualization] | SCsi |
[* |Initiator +-------------- | Device +o---- - + Target | |
+- - | Devi ce | SCsi | | | Device | *
|| * | | ] | * |--+
| +---------- + Transport S +- -+ L +
| | | | |
| | | | |
| | | | |
| | | | |
| | | | |
| | SNWP Fomme - + | SNWP | |
Fommanan T + SCSI I s T e Fommanan +
| Managenent |
| (NVB) |
S +

Figure 3. Miltiple Hosts, Virtualization Device and Miultiple SCS
Tar get Devi ces

Figure 3 adds an in-band virtualization device that encapsul ates, and
possi bly nodi fies, the SCSI target devices’ representation to the
SCSl Initiator devices. 1t is common practice for an in-band
virtualization device to include both SCSI target and initiator
device functionality. Therefore, its SCSI M B nodul e inplementation
i ncludes both the SCSI Target device and Initiator device objects.

It should be noted that the Virtualization device mnight inplenment
additional proprietary MB nodules, as the SCSI M B nodul e does not

di stingui sh between physical and virtual SCSI entities.

3.4. Bridging and Virtualization

Storage virtualization is a concept that abstracts storage resources
in such a way that, storage entities are provided as pool of |ogica
entities.

Usual ly, the virtualization process is transparent to the storage
users (i.e., hosts). Virtualization normally affects the SCS
entities represented to SCSI initiator devices. However, the SCS
M B nodul e enabl es the representation of SCSI entities and their
respective status, including error and perfornmance-nonitoring
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statistics. It should be possible to performa linmited nunber of
configuration nodification and di agnostic actions.

The SCSI entities enbodied in the bridging and virtualization devices
can be represented by the SCSI M B nodule. However, the
configuration of bridging and virtualization devices is beyond the
above- descri bed scope and therefore should be provided through other
M B nodul es.

3.5. SCSI Conmmand M B Mbdul e

The managenent of SCSI commands is beyond the scope of this MB
nodul e.  Future SCSI Command M B nodule can link to this MB nodul e,
t hrough the use of bject ldentifiers (O Ds) or |NDEX val ues of
appropriate tables.

4. Structure of the MB

This M B nodul e contains fourteen confornance groups:
4.1. The SCSI Device G oup

The scsi Devi ceG oup group contains the objects general to each SCS
i nstance: instance, device, and port objects. It contains also the
objects referring to the transport(s) used by those SCSI instances.
This group is nandatory for all SCSI nanaged system

Alias objects are provided for SCSI instances and SCSI devices to
enable adm nistrators to identify them These objects contain
hunman-readabl e admi ni strative text strings, and hence use the
SnnpAdmi nString textual convention from[RFC3411].

4.2. The Initiator Goup

The scsilnitiatorDeviceGoup contains all the managed i nformation
related to a local SCSI initiator device and port. In addition, it
contai ns the nmanaged objects referring to the nonitored attached SCS
target devices. Any nmanaged systemacting as a SCSI initiator or
target/initiator device and port MJST support this group

4.3. The Target G oup

The scsi Target Devi ceGroup contains all the nanaged objects related to
a local SCSlI target device, a |local SCSI target port, nonitored
attached initiator ports, logical units, and logical unit

i dentifiers.
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Managed systens acting as a SCSI target or target/initiator device
and port nust support this group.

4.4. The Discovery Goup

The scsi Di scoveryGroup group is a collection of nanaged objects
referring to renbte SCSI target devices, renote SCSI target ports,
remote |logical units, and renote logical unit identifiers discovered

by or configured to a managed systemacting as a SCSI initiator
devi ce.

Managed systens acting as a SCSI initiator device and port and
supporting renote SCSI target devices or ports configuration or
di scovery shoul d inplenent this group.

4.5. The LUN Map G oup

The scsi LunMapGroup group is a collection of nanaged objects all ow ng
mappi ng between SCSI target devices, logical units, and logical unit
nunbers in one side to renote authorized SCSI initiator devices or
ports in another side.

Managed systens supporting this mappi ng should inplenent the
scsi LunMapG oup.

4.6. The Target Statistic G oup

The scsi Target DevStatsG oup group is a collection of managed objects
representing various statistics referring to a SCSI target device or
port. Managed systens acting as a SCSI target device and port
supporting statistics should inplenent this group.

4.7. The Target High Speed Statistic G oup

The scsi Target DevHSSt at sGroup group is a collection of nanaged
obj ects representing various statistics referring to a SCSI target
device or port. It provides support for systens that can quickly
generate countable information because they run at hi gh speed.

Managed systens acting as a SCSI target device and port and running
at high speed supporting should inplenent this group.

4.8. The LUN Map Statistics Goup

The scsi LunMapStat sGroup group is a collection of managed objects
representing various statistics referring to renpote authorized SCSI
initiator devices or ports.
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Managed systens acting as a SCSI target device and port and able to
gather statistics on renpte SCSI initiator devices or ports should
i mpl enent this group.

4.9. The LUN Map Statistics H gh Speed G oup

The scsi LunMapHSSt at sGroup group is a collection of nmanaged objects
representing various statistics referring to renote authorized SSC

initiator devices or ports. It provides support for systens that can
qui ckly generate countabl e information because they run at high
speed.

Managed systens acting as a SCSI target device and port and able to
gather statistics on renbte SCSI initiator devices or ports and
runni ng at high speed should inplenment this group

4.10. The Initiator Statistics G oup

The scsilnitiatorDevStatsGroup group is a collection of managed
obj ects representing various statistics referring to a SCSI initiator
devi ce or port.

Managed systens acting as a SCSI initiator device and port supporting
statistics should inplenment this group

4.11. The Initiator Hi gh Speed Statistic G oup

The scsilnitiatorDevHSSt atsGoup group is a collection of nanaged
objects representing various statistics referring to a SCSI initiator
device or port. It provides support for systens that can quickly
generate countable informati on because they run at hi gh speed.

Managed systens acting as a SCSI initiator device and port and
runni ng at hi gh speed supporting should inplenment this group

4.12. The Discovery Statistics G oup

The scsi Di scoveryStatsGoup group is a collection of nanaged objects
representing various statistics referring to renote di scovered or
configured SCSI target devices or ports

Managed systens acting as a SCSI initiator device and port and able

to gather statistics on renpte SCSI target devices or ports should
i mpl enent this group.
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4.13. The Discovery Statistics H gh Speed G oup

The scsi Di scoveryHSSt at sGroup group is a collection of nanaged
objects representing various statistics referring to renote

di scovered or configured SCSI target devices or ports. It provides
support for systens that can quickly generate countable infornation
because they run at hi gh speed.

Managed systens acting as a SCSI initiator device and port and able
to gather statistics on renote SCSI target devices or ports and
runni ng at hi gh speed should inplement this group

4.14. The Device Statistics Goup

The scsiDeviceStat Goup group is a collection of managed objects
representing various statistics referring to a SCSI devi ce.

Managed systens able to gather device statistics should inplenent
this group.

5. Relationships in This MB

This section outlines the functionality and the dependency between
the M B tables providing the required managenent functionality for
SCSl initiator and target devices. For specific usage of these

tabl es, the reader should refer to the description of the tables and
their respective table entries and attributes.

Following is a list of required SCSI initiator-related features, and
the respective tables facilitating this functionality:

o List all the SCSI initiator ports that should be nmanaged through
this MB nodule. The table scsilntrPortTable maintains all the
SCSI initiator ports for the SCSI initiator devices in the MB
nmodul e.

o Provide a list of all SCSI target ports or SCSI target devices to
which a SCSI initiator port can attach. This should prevent a
SCSI initiator device or port fromattaching to SCSI target
devi ces that should be either invisible or inaccessible to it.

The entries in this list can be created either manually or by

aut omati c di scovery nechanisns (e.g., SLP, i SNS). The

Scsi DscTgt Tabl e provides this information. The entries in this
table point to the SCSI initiator port, and indicate that the SCS
initiator port can only attach to SCSI target ports or SCSI target
devices provided in the respective entries of the Scsi DscTgt Tabl e.

Hal | ak- Stam er, et al. St andards Track [ Page 14]



RFC 4455 SCSI M B April 2006

This M B nodule pernmits, but does not require, this table to be
witten via SNMP. There are significant security considerations
inallowing wites to this table; see Section 11

The information, for the aforementi oned SCSI target ports or SCS
target devices, about the LUs and their respective LUN Ids should
be provided. The scsiDscLunTabl e and scsi DscLunl dTabl e mai ntain
this information.

The scsi Att Tgt Port Tabl e provi des the information about the SCS
target ports each SCSI initiator port is currently conmunicating
with. This table should be dynamically updated to reflect those
connecti ons.

Following is a list of required SCSI target device-related features,
and the respective tables facilitating this functionality:

(0]

List all the SCSI target ports that should be managed through this
M B nodul e. The table scsiTgtPortTable maintains all the SCS
target ports for the SCSI target devices in the M B nodul e.

Provide a list of valid SCSI initiator ports or SCSI initiator
devices authorized to attach to a SCSI target port. This |ist
shoul d feature the concept of "access lists", which are comon in
I P routers and switches. The Scsi Authorizedintr table provides
this information. This MB nodule pernits, but does not require
this table to be witten via SNMP. There are significant security
considerations in allowing wites to this table; see Section 11

It should be possible to specify the Iist of LUNs exposed to each
SCSl initiator port or device, when it is attached to the SCS
target device. SCSI target devices nust provide a default |ist of
LUNs. This list of LUNs can either be a unique list for each SCS
initiator device or be the default list. For each entry in the
Scsi Aut hori zedIntr table, a pointer, naned

scsi Aut hl nt r LunMapl ndex, indexing the ScsilLunMapTable facilitates
this feature.

Provi de neans to nonitor all the SCSI initiator ports currently
attached to this SCSI target port. The scsiAttlntrPortTable
provides this information. This table should be dynamically
updated to reflect those connections.
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6. Relationship to Gher MBs
6.1. Host Resource MB

The SCSI M B nodul e extends objects defined in the host resource MB
nodul e to SCSI-specific entities but does not contain information on
software nodul es such as device drivers. |f MB objects are required
for installed packages of SCSI software, then the hrSWnstall edG oup
of the Host Resources M B [RFC2790] are the standard M B objects to
use.

6.2. iSCSI MB Mdule

The SCSI M B nodul e defines nmanaged objects for the SCSI protoco

I ayer. The SCSI |ayer can run on top of several transport |ayers;

i SCSI is one of them The ISCSI-MB [ISCSI] is the MB portion
defining the managed objects for the transport called iSCSI. 1In the
sanme way, a fibre channel or parallel SCSI MB nodul e woul d define
managed objects for a transport called, respectively, fibre channe
or parallel SCSI

The rel ati onship between the SCSI M B nodul e and any valid transport
M B nodule is determ ned via the SCSI port managed table that has an
obj ect pointing to the corresponding row, if any, of the rel evant
table in a transport M B nodul e.

7. Mscellaneous Details

7.1. Nanes and ldentifiers
The nanes and the identifiers of the SCSI devices, ports, and | ogica
units depend on the underlying transport protocols; their formt and
I ength vary accordingly. Please refer to SAM2 [ SAM2] for nore
details.

7.2. Logical Unit Nunber
The Logical Unit Nunber is a 64-bit integer. This type does not
exist in SM and therefore, this MB contains a textual convention
defining LUN as an OCTET STRI NG

7.3. Notifications
Separate SNWP notifications may be enabl ed/ di sabled to notify of a

change in any of the SCSI device status variables. A notification
will be generated theoretically for each occurrence (see restriction
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bel ow) of the abnornmal status (e.g., if the SCSI device' s current
status is abnormal and another |ogical unit changes its status from
avai |l abl e to abnornmal another notification will occur).

To avoid sendi ng an excessive nunber of notifications due to nultiple
errors counted, an SNMP agent inplenenting the SCSI M B nodul e shoul d
not send nore than three SCSI notifications in any 10-second peri od.

The 3-in-10 rule was chosen because one notification every three
seconds was deened often enough, but if and when two or three
different notifications happen at the sane tine, it would not be
desirable to suppress them Three notifications in 10 seconds is a
happy nmedi um where a short burst of notifications is allowed,

wi t hout inundating the network and/or destination host with a large
nurmber of notifications.

The ultimate control on sending of notifications is in command of the
notification generator nodule specified in [ RFC3413].

7.4. SCSI Domai ns

SAM 2 [ SAM?] specifies that devices belong to a domain. However, it
is not usually possible to determine this fromwi thin a system so
domains are not represented within this MB nodul e.

7.5. Counters: 32 Bits and 64 Bits

Some counters, in (newer) high-performance systens, can increase at a
fast enough rate such that their representation as Counter32s ca