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Abstract
This meno defines a portion of the Managenent |nfornation Base (M B)
for use with network managenent protocols in the Internet comunity.
In particular, it describes managed objects used for nonitoring
Differentiated Services (DS) Codepoint usage in packets which contain
a DS field, utilizing the nonitoring franework defined in the RVMON- 2
(Renpot e Network Monitoring Managenent Version 2) MB.
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The SNWVP Net wor k Managerent Framewor k

The SNWP Managenent Framework presently consists of five major
conponent s:

(0]

(o]

An overall architecture, described in RFC 2571 [ RFC2571].

Mechani sns for describing and nami ng objects and events for the
pur pose of nanagenent. The first version of this Structure of
Managenment Information (SM) is called SMvl and is described in
STD 16, RFC 1155 [RFC1155], STD 16, RFC 1212 [RFC1212] and RFC
1215 [ RFC1215]. The second version, called SMv2, is described in
STD 58, RFC 2578 [RFC2578], RFC 2579 [RFC2579] and RFC 2580

[ RFC2580] .

Message protocols for transferring managenment information. The
first version of the SNMP nessage protocol is called SNWvl and is
described in STD 15, RFC 1157 [ RFC1157]. A second version of the
SNMP nessage protocol, which is not an Internet standards track
protocol, is called SNMPv2c and is described in RFC 1901 [ RFC1901]
and RFC 1906 [ RFC1906]. The third version of the nessage protoco
is called SNMPv3 and is described in RFC 1906 [ RFC1906], RFC 2572
[ RFC2572] and RFC 2574 [ RFC2574].

Prot ocol operations for accessi ng nanagenent infornmation. The
first set of protocol operations and associated PDU formats is
described in STD 15, RFC 1157 [ RFC1157]. A second set of protocol
operations and associated PDU formats is described in RFC 1905

[ RFC1905] .
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0 A set of fundanental applications described in RFC 2573 [ RFC2573]
and the vi ew based access control nechani sm described in RFC 2575
[ RFC2575] .

A nore detailed introduction to the current SNMP Managenent Franework
can be found in RFC 2570 [ RFC2570].

Managed objects are accessed via a virtual information store, terned
t he Managenent Information Base or MB. (Objects in the MB are
defined using the nmechani sns defined in the SM.

This meno specifies a MB nodule that is conpliant to the SMv2. A
M B conformng to the SMvl can be produced through the appropriate
translations. The resulting translated M B nust be semantically
equi val ent, except where objects or events are onitted because no
translation is possible (use of Counter64). Sone nachi ne readabl e
information in SMv2 will be converted into textual descriptions in
SM vl during the translation process. However, this |oss of machine
readabl e information is not considered to change the semantics of the
M B.

2. Overview

There is a need for a standardi zed way of nonitoring the network
traffic usage of Differentiated Services (DS) [RFC2474] codepoi nt
val ues. Each DS codepoint (DSCP) value nay be given a different
treatnent by a forwardi ng device, and this affects which packets get
dropped or del ayed during periods of network congestion

The | ETF DI FFSERV wor ki ng group has redefined the semantics of the
Type of Service (TOS) octet in the I P header, which is now called the
"DS field . The 6-bit Codepoint (DSCP) portion is contained in the
DS field, which provides for 64 different packet treatments for the

i npl ement ation of differentiated network services.

By polling DSCP usage counters, an NVM5 can deternine the network

t hroughput for traffic associated with different DSCPs. This data
can then be analyzed in order to 'tune’ DSCP 'allocations’ within a
networ k, based on the Quality of Service (QS) policies for that

net wor k.

Renpte nonitoring agents are typically inplenented as i ndependent
software (and soneti mes hardware) conponents, called ' RMON probes’
Not e that DSMON-capabl e RMON probes sinply collect and aggregate
statistics, based on criteria (which includes the DSCP val ue) that
can be deternined by inspecting the contents of nonitored packets and
do not in any way nonitor any aspect of a DS forwardi ng device’'s
internal statistics.
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2.1. Terns

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119.

[ RFC2119]

Thi s docunent uses sone terns that need introduction:

Dat aSour ce
A source of data for nonitoring purposes. This termis used
exactly as defined in the RMON-2 M B [ RFC2021] .

pr ot ocol
A specific protocol encapsulation, as identified for nonitoring
purposes. This termis used exactly as defined in the RVON
Protocol ldentifiers docunent [RFC2074].

Count er Aggregation G oup
A group of statistical counters that are being conbined in the
agent to produce one aggregated counter. Refer to sections 3.1
and 3.2.1 for details on counter aggregation groups.

Counter Aggregation Profile
Also called "profile ; A conplete set of counter aggregation group
mappi ngs for DSCP val ues (i.e., 64 mappings, for each DSCP val ues
0 to 63), which are applied to all nonitored packets on a
particul ar data source and/or DSMON col |l ection. Refer to sections
3.1 and 3.2.1 for details on counter aggregation profiles.

H gh Capacity Monitoring
The generic capability to collect and store statistics with an
internal range of 64 bits (e.g., Counter64). This term does not
refer to inplenentation of the H gh Capacity RMON M B [ RFC3273] .

2.2. Relationship to Differentiated Services

The DSMON M B is a product of the RMONM B W5 not the DI FFSERV W5
and it focuses on extendi ng several existing RMON mechanisns to
support additional packet classification, based on DSCP val ues
observed in nonitored packets. This docunment assumes the reader is
famliar with the DS Architecture [ RFC2475].

It is expected that conpl ex managenent applications will use the

counters in this MB to help analyze DS-rel ated throughput. It is
expected that other netrics, such as delay and jitter, will also be
anal yzed, but support for other netrics is outside the scope of this
docunent .
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2.3. Relationship to the Renote Mnitoring M Bs

This MB is intended to be inplenented in Renote Monitoring (RMON)
probes, which support the RMON-2 M B [ RFC2021]. Such probes may be
st and- al one devices, or may be co-located with other networking
devices (e.g., ethernet switches and repeaters).

The DSMON functions are intended to be inplenmented in conjunction
with the associ ated RVON functions, but the MB is independent of all
ot her RMON data tables.

Several concepts and even M B objects fromthe RMON MBs are used in
t he DSMON M B:

Protocol Directory
The RMON-2 M B [ RFC2021] defines the protocol DirTable, which is a
directory of all the protocols that the RMON2 agent is capable of
decodi ng and counting. The DSMON M B utilizes this directory to
identify the protocols detected in nonitored packets. The
protocol DirLocal I ndex MB object is used to identify protocol
encapsul ations in all DSMON data tables which classify and
aggregate by protocol type in sone nanner. Note that the
protocol DirTable is used for protocol identification only,
i ndependent of DSCP cl assification.

TimeFilter
The RMON-2 TineFilter textual convention provides a nechanismto
retrieve only rows which have been created or nodified since the
last polling interval (for a particular NV5). The DSMON M B uses
this textual convention in the large data tables, in order to
m ni mze polling inpact.

Zer o- Based Counters
Since counters are instantiated by nanagenent action, as in the
RMON M Bs, the DSMON M B uses zero-based counters in all data
collection tables. Specifically, the ZeroBasedCounter32 textual
convention fromthe RMON-2 M B [ RFC2021] and the
Zer oBasedCount er 64 textual convention (defined in the HCNUM TC M B
[ RFC2856]) are used to define counter objects in this MB.

H gh Capacity Counters
The DSMON M B uses the ' SNWPv1l coexi stence’ strategy adopted by
the RMOM B Wa. That is, where a 64-bit counter is provided, a
32-bit version of the counter, and a 32-bit overfl ow counter are
al so provi ded.
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TopN Reports
The DSMON M B uses the same TopN reporting MB structure as the
RVON-2 M B [ RFC2021]. TopN reporting can greatly reduce the
pol ling overhead required to anal yze DSCP usage patterns.

Sonme DESCRI PTI ON cl auses for DSMON objects are very sinilar to those
for existing RMON-2 or HC-RMON objects. This is intentional, since
the senantics of the DSMON features are designed to be as close to
exi sting RMON feature as possible, to all ow devel opers and users sone
|l evel of "M B re-use’.

3. M B Structure

Figure 1: DSMON M B Functional Structure
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The DSMON M B can divided into three functional conponents:

- DSMON Capabilities
Descri bes whi ch DSMON obj ect groups are supported by the agent on
at | east one data source

- Counter Aggregation Contro
Control s how i ndividual DI FFSERV codepoi nt counters are aggregated
in DSMON data coll ecti ons.

- Data Collection
Control s how i ndividual statistical collections are naintai ned by
the agent and reported to managenent applications. The individua
boxes within the Data Collection box represent the DSMON data
col l ections (described in section 3.2):

- Data Source Statistics

- Protocol Statistics

- Protocol Statistics TopN Reporting

- Network Protocol Host Statistics

- Network Protocol Host Statistics TopN Reporting

- Application Protocol Matrix Statistics

- Application Protocol Matrix Statistics TopN Reporting

3.1. DSCP Counter Aggregation

A mechanismto configure the agent to internally aggregate counters
is provided, based on DSCP values. This is desirable for severa
reasons:

- agent data reduction
An agent inplenentation can potentially reduce the nunber of
counters maintained for a given DSMON col | ection

- agent data collection limtations
Sonme i nplenentation strategies nmight provide for a |imted nunber
of high-speed (e.g., hardware-based) counters for either single or
aggr egat ed codepoi nts.

- application data retrieval reduction
Applications that woul d otherw se aggregate counters for
i ndi vi dual codepoi nts can nove that function to the agent in order
to reduce the polling overhead on the application, the network,
and t he agent device.

- some unused codepoints at this time

Vari ous DSCP val ues may be expected to renmain unused on a given
networ k, and may be aggregated for counting purposes.
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3.

3.

- sonme DSCP val ues are mapped to the sane packet treatnent
A network administrator nmay align the counter aggregation
configuration of the nonitoring device with the DS configuration
and aggregate statistics for DSCP val ues which are expected to
receive the sane treatnment by the forwarding devices

1.1. Counter Aggregation Configuration

The configuration of DSCP counter to counter aggregation group

mappi ngs i s managed in a gl obal manner, so that these settings can be
shared across several DSMON col |l ections and/or data sources. One
conpl ete set of DSCP counter mappings is called a counter aggregation
profile. The DSMON control tables are very simlar to existing
RMON-2 control tables, except they contain an extra paranmeter to
identify the counter aggregation profile the agent should use for the
col l ection.

The appropriate granularity for counter aggregation profile
assignnent may be the data source, but in order to reduce MB
complexity (by avoiding an extra layer of tables), an instance of the
counter aggregation profile paraneter exists for each collection. An
agent MAY choose to restrict configurations such that all DSMON data
collections for the sane data source nust use the same counter
aggregation profile.

The DSMON M B supports the configuration of an arbitrary nunber of
counter aggregation profiles. There is a top-level counter
aggregation control table, which contains one entry for each counter
aggregation profile. A subordinate counter aggregation profile table
provi des information about each DSCP counter to counter aggregation
group nmapping in each profile. An auxiliary counter aggregation
group table also provides descriptive information about each counter
aggregation group in each profile. Refer to section 3.2.1 for
details on these M B objects.

2. MB Goup Overview
The DSMON M B contai ns six groups of MB objects:

- dsnonAggr egat eCont rol group
Control s the configuration of counter aggregation groups for the
pur pose of reducing the total nunber of counters maintained by the
agent .

- dsnonStat shjects group
Report per counter aggregation group distribution statistics for a
particul ar RMON dat aSour ce
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- dsnonPdi st Obj ects group
Report per counter aggregation group distribution statistics for
each application protocol detected on a particular RMON
dat aSour ce

- dsnonHost Obj ect's group
Report host address distribution statistics for each counter
aggregation group, detected on a particular RMON dat aSour ce.

- dsnmonCapsObj ect s group
Report the static DSMON M B functional capabilities of the agent
i mpl enent ati on.

- dsnmonMatri xCbj ects group
Report host address pair distribution statistics for each counter
aggregation group, detected on a particul ar RMON dat aSour ce.

3.2.1. DSCP Counter Aggregation Control G oup

This group contains 4 scalar objects and three tables, and is used by
a management station to configure counter aggregation profiles.

The dsnonMaxAggG oups scalar is a read-only integer which indicates

t he maxi mum nunber of counter aggregation groups that the agent wll
allow to be configured into a single aggregation profile. This value
SHOULD be equal to 64 (the nunmber of codepoints), but an agent NMNAY
limt the nunber of counter aggregation groups because of resource
limtations (e.g., small nunber of hardware-based counters). At

| east one counter aggregation profile containing at |east two counter
aggregation groups SHOULD be supported by the agent. (Note that
classifying all DSCP counters into the same statistical 'bucket’ nmay
yield a redundant data collection, which can be achieved nore easily
with an HC-RMON or RMON-2 col I ection instead.)

The dsnonAggControl Locked scalar is used as a top level switch
controlling nost wite access to the dsnonAggControl Tabl e,
dsnmonAggProfi | eTabl e, and dsnonAggGroupTable. (The
dsnmonAggCont rol Omer object is the only exception.) Al active DSMON
collection data is deleted, and collection suspended, while this
object is equal to 'false’, since the neaning of one or nore counter
aggregation control tables may change when it is set back to ’true’

The dsnobnAggControl Changes counter and dsnonAggContr ol Last ChangeTi ne
ti mestanp can be used by a nanagenent station to detect that the
codepoi nt to counter aggregation group mappi ngs may have changed

bet ween pol | s.
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The dsnobnAggControl Table is a read-create table which contains one
entry for each counter aggregation profile configured on the agent.
Each entry is identified by a dsnonAggControl I ndex val ue, which is

al so used as the major index into the dsnonAggProfil eTabl e and
dsmonAggG oupTabl e.  The DSMON control tables w th DataSource objects
sel ect a counter aggregation profile by referencing this index val ue.

The dsnonAggProfileTable is a read-wite table which contains 64 rows
for each associated entry in the dsnonAggControl Tabl e, which MJST be
i ndexed fromO to 63. The agent creates this set of 64 instances
when the associ ated dsnonAggControl Entry is activated, and del etes

t hem when that dsnonAggControl Entry is deactivated. Each of the 64
rows represents a conceptual DSCP counter, identified by the same
dsnmonAggProf i | eDSCP val ue, and contains the DSCP counter to counter
aggregation group mapping for that DSCP counter, in the indicated
profile. The agent SHOULD use the value zero as the initial counter
aggregation group assignment for each entry in this table.

The dsnobnAggG oupTabl e contains an adm nistratively assigned
descriptive | abel for each configured counter aggregation group
This table is not required to be fully configured in order for data
collection to occur, since collections are identified by the agent
with integer indices. It is provided to allow the agent to store a
descriptive string for each configured counter aggregation group
There is no attenpt nade to convey any real senmantics for each
counter aggregation group. A nmnanagerment station MAY choose not to
configure entries in this table.

3.2.2. DS Statistics Goup

This group contains two tables, the dsnonStatsControl Tabl e and the
dsnmonSt at sTabl e, and supports counter aggregation group distribution
statistics for half and full-duplex, |ow and high speed interfaces.
Packet and octets distributions are maintained in the dsnonStatsTabl e
for each active control row in the dsnonStat sControl Tabl e.

This group provides the |owest statistics granularity in the DSMON
MB. It is expected that a managenent application will analyze
certain DS depl oyment or performance problens by first exam ning the
counter aggregation group distribution for an entire data source with
this group.

3.2.3. DS Protocol Distribution G oup
This group contains two tables for statistics collection
(dsmonPdi st ¢t | Tabl e and dsnonPdi st St at sTabl e), and two tables for a

"Top N reporting function for the collected statistics
(dsnonPdi st TopNCt | Tabl e and dsnonPdi st TopNTabl e) .
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The dsnonPdi st Ct| Tabl e and dsnonPdi st St at sTabl e t abl es provi de
counter aggregation group distribution statistics for each sel ected
protocol encapsul ation in packets nonitored on a particul ar

dat aSource. Packet and octets distributions (per counter aggregation
group per protocol) are maintained in the dsnmonPdi st StatsTabl e for
each active control row in the dsnonPdi st Ctl Tabl e.

Due to the potentially |arge nunber of entries, the DS Protoco
Distribution is different fromthe RMON-2 protocol distribution group
in several ways:

- maxi num desired entries paraneter added to the control table

- inserts and del etes counters added to the control table

- support for LRU garbage collection in the dsnonPdi st StatsTabl e
- TineFilter index added to the dsnonPdi st StatsTabl e

- the selection of protocols is not configurable. Rather than
sel ect individual protocols to nonitor, (e.g., via a
"supportedOn/ O f’ extension to the protocol Di rTabl e [ RFC 2021]), a
simplified configuration nechanismis provided. Since DSCP usage
statistics are nost interesting at the application |ayer, the
dsnmonPdi st StatsTable is "hardwired” to select only application
layer (i.e., '"terminal’) protocols for statistical analysis.

The TopN feature requires two additional tables: the
dsnmonPdi st TopNCt | Tabl e and t he dsnonPdi st TopNTabl e, and supports
periodi c usage reporting for the statistics nmaintained in the
dsnonPdi st St at sTabl e. This feature allows for sinple periodic
retrieval of the nost used application/counter aggregation group
conbi nati ons.

3.2.4. DS Host Distribution Goup

This group contains two tables for statistics collection
(dsnmonHost Ct | Tabl e and dsnonHost Table), and two tables for a ' Top N
reporting function for the collected statistics
(dsmonHost TopNCt | Tabl e and dsnmonHost TopNTabl e) .

The dsnonHost Ct | Tabl e and dsnonHost Tabl es provi de host distribution
statistics for each counter aggregation group detected in packets
nmoni tored on a particul ar dataSource. The DSMON Host collection is
simlar to the RMON-2 network | ayer host collection (nlHostTable).
There is no DSMON application host table defined at this tine.
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It is expected that a nmanagenent application will analyze certain DS
depl oynent or perfornmance problens by first determ ning the high
priority DSCP val ues to examnine (beyond the scope of this docunent)
and then exani ni ng the dsnonHost Tabl e or dsnonHost TopNTabl e
statistics to determ ne which hosts are using the selected counter
aggregati on groups.

Packet and octets distributions (in and out, per counter aggregation
group per host) are maintained in the dsnmonHost Tabl e for each active
control row in the dsnmonHost Ctl Tabl e.

The DS Host Distribution is different fromthe RVMON2 network |ayer
host group in two ways:

- the protocol DirLocal Index in the | NDEX cl ause MJST identify a
net wor k protocol encapsul ation which contains a DS field (e.g.
I Pv4d or 1Pv6). If a protocol encapsulation with nultiple network
|l ayers is specified, then associated entries in this table refer
to the i nnernost network protocol |ayer

- the dsnonHost Ctl Tabl e supports limted | Pv4 and | Pv6 prefix
aggregation by allow ng the nunber of ’'nonitored address bits’ in
each address to be configured for each collection. The agent wll
zero out the sel ected nunber of rightnost address bits for
counting purposes. This configuration paraneter can dramatically
reduce the nunber of entries which nust be naintained by the
agent, which should reduce CPU and nenory resource requirements on
the agent, and reduce polling overhead on the network and the
managenent station. However, only one mask can be configured for
each address type, rather than nultiple different length masks for
each address type, based on prefix val ue.

The TopN feature requires two additional tables: the
dsnmonHost TopNCt | Tabl e and t he dsnonHost TopNTabl e, and supports

peri odi c usage reporting for the statistics maintained in the
dsnonHost Table. This feature allows for sinple periodic retrieval of
the nost used | P-host/DSCP conbi nati ons.

3.2.5. DSMON Capabilities G oup
This group contains a single read-only scal ar object,

dsnmonCapabi lities, which provides an indication of the MB groups
within this MB that the agent supports.
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3.2.6. DS Matrix Distribution Goup

This group contains three tables for statistics collection,
(dsmonMat ri xCt | Tabl e, dsnonMatri xSDTabl e, and dsmonMatri xDSTabl e),
and two tables for a "Top N reporting function for the collected
statistics (dsnonMatri xTopNCt| Tabl e and dsnmonMatri xTopNTabl e) .

The dsnonMatri xCtl Tabl e, dsnmonMatri xSDTabl e, and dsnmonMatri xDSTabl e
provide host-pair distribution statistics for each counter
aggregation group detected in packets nonitored on a particul ar

dat aSource. The DSMON Matrix collection is simlar to the RVON-2
application layer matrix collection (al MatrixSDTabl e and

al Matri xDSTabl e). There is no DSMON network |ayer natrix table
defined at this tine.

It is expected that a managenent application will analyze certain DS
depl oynent or performance problens by first determ ning the high
priority DSCP val ues to exam ne (beyond the scope of this docunent)
and then exanining the dsnonMatri xSDTabl e, dsnmonMatri xDSTabl e, and/ or
dsnonMat ri xTopNTabl e statistics to determ ne which host-pairs are

usi ng the sel ected counter aggregati on groups.

Packet and octets distributions (source to destination, per counter
aggregation group per host-pair) are maintained in the

dsnonMat ri xSDTabl e and dsnmonMatri xDSTabl e for each active control row
in the dsmonMatri xCtl Tabl e.

The TopN feature requires two additional tables: the

dsnmonMat ri xTopNCt | Tabl e and t he dsnonMatri xTopNTabl e, and supports
periodi c usage reporting for the statistics nmaintained in the
dsnmonMat ri xSDTable. This feature allows for sinple periodic
retrieval of the nost used | P-host-pair/DSCP conbi nations.

3.3. RMON vs. DSMON | ndexi ng Structure

The DSMON-M B control and data tables are very sinmlar in structure
and | ook-and-feel to existing RMON-2 and HC- RMON control tables for
the conparable feature, in order to maintain consistent agent
behavi or and functionality across RMON M Bs. The DSMON data tables
are indexed as closely as possible to the conparable RMON-2 or HC
RVMON tables, with the addition of an index conponent for DSCP-based
classification (i.e. dsnonAggGoup). Refer to Table 1 for a
conpari son of DSMON i ndexing structure with sinilar existing RVON

f eat ures.
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Tabl e 1: DSMON |
Exi sting RVON

Ful |

medi al ndependent Entry
medi al ndependent | ndex

Pr ot ocol

protocol Di st Control Entry
pr ot ocol Di st Cont r ol | ndex
prot ocol Di st Stat sEntry
pr ot ocol Di st Cont r ol | ndex,
prot ocol DirLocal | ndex

Pr ot ocol

none

M B July 2002

ndexi ng Conpari son

Duplex Interface Statistics

| dsnonStatsControl Entry

| dsnmonSt at sCont r ol | ndex
| dsnonStatsEntry

| dsnmonSt at sCont r ol | ndex,
| dsnmonAggG oupl ndex

Statistics

| dsnonPdistCtlEntry

| dsnmonPdi st Ct | | ndex

| dsnonPdi st StatsEntry

| dsnonPdi st Ct | | ndex,

| dsnonPdi st Ti neMar k,

| dsnmonAggG oupl ndex,

| protocol Di rLocal | ndex

TopN Di stribution

| dsnonPdi st TopNCt| Entry

| dsnonPdi st TopNCt | | ndex
| dsnonPdi st TopNEnt ry

| dsnmonPdi st TopNCt | | ndex,
| dsnmonPdi st TopNI ndex

Net wor k Host Statistics

hl Host Control Entry
hl Host Cont r ol | ndex
nl Host Entry
hl Host Cont r ol | ndex,
nl Host Ti neMar k,
prot ocol Di rLocal | ndex,
nl Host Addr ess

Bi er man

St andards Track

| dsnonHost Ctl Entry

| dsnmonHost Ct | | ndex

| dsnonHost Entry

| dsnonHost Ct | | ndex,

| dsnonHost Ti meMar k,

| dsnmonAggG oupl ndex,

| protocol Di rLocal | ndex,
| dsnmonHost Addr ess
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Table 1 (Continued)
Exi sting RVON

Net wor k Host

none

M B

. DSMON | ndexi ng Conpari son
DSMON

TopN Di stribution

dsnonHost TopNCt | Entry
dsnmonHost TopNCt | | ndex

dsnmonHost TopNEnt ry
dsnmonHost TopNCt | | ndex,

|
|
|
| dsnonHost TopNl ndex
+

Application Matrix Statistics

hl Matri xControl Entry
hl Mat ri xCont r ol | ndex

al Mat ri xSDEnt ry
hl Mat ri xCont r ol | ndex,
al Mat ri xSDTi meMar k,
prot ocol Di rLocal | ndex,
nl Mat ri xSDSour ceAddr ess,
nl Mat ri xSDDest Addr ess
prot ocol DirLocal | ndex

al Matri xDSEnt ry
hl Mat ri xContr ol | ndex,
al Mat ri xDSTi meMar k,
prot ocol Di r Local | ndex,
nl Mat ri xDSDest Addr ess,
nl Mat ri xDSSour ceAddr ess
prot ocol Di rLocal | ndex

Appl i cation Mat

none

(simlar to nl Matri xTopN)

Bi er man

St andards Track

| dsnmonMatrixCtl Entry

| dsmonMat ri xCt | | ndex

| dsnonMatri xSDEntry

| dsnmonMat ri xCt | | ndex,

| dsnonMat ri xTi neMar k,

| dsnmonAggG oupl ndex,

| dsnmonMat ri xNLI ndex,

| dsnmonMat ri xSour ceAddr ess
| dsnonMat ri xDest Addr ess

| dsnonMat ri XALI ndex

| dsnonMatri xDSEnt ry

| dsnonMatri xCt | | ndex,

| dsnmonMat ri xTi meMar k,

| dsnmonAggG oupl ndex,

| dsnonMat ri xNLI ndex,

| dsnonMat ri xDest Addr ess

| dsnmonMat ri xSour ceAddr ess
| dsnmonMat ri XALI ndex

+

rix TopN Distribution

| dsnmonhatri xTopNCt| Entry

| dsnonMat ri xTopNCt | | ndex
| dsnonMatri XTopNEntry

| dsnmonMat ri xTopNCt | | ndex,
| dsmonMat ri xTopNl ndex

July 2002
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4., Definitions
DSMON-M B DEFINITIONS ::= BEG N

| MPORTS

MODULE- | DENTI TY, OBJECT- TYPE, | nteger 32,

Count er 32, Gauge32
FROM SNWPv2- SM

MODULE- COVPLI ANCE, OBJECT- GROUP
FROM SNWVPv2- CONF

RowSt at us, Ti neSt anp, TEXTUAL- CONVENTI ON, Trut hVal ue
FROM SNWPv2- TC

Owner String, rnon
FROM RMON- M B

protocol Di rLocal | ndex, LastCreateTine,

Dat aSour ce, ZeroBasedCounter32, TineFilter
FROM RMON2- M B

Count er BasedGauge64, Zer oBasedCount er 64
FROM HCNUM TC

SnnpAdmi nString
FROM SNWVP- FRAVEWORK- M B

Dscp
FROM DI FFSERV- DSCP- TC,

dsnonM B MODULE- | DENTI TY
LAST- UPDATED "200205310000Z"
ORGANI ZATI ON "I ETF RMONM B Wor ki ng G oup”
CONTACT- | NFO
" Andy Bi er man
Cisco Systems, Inc.
RVMONM B WG Chair and DSMON M B Edi t or

Postal: 170 West Tasman Drive
San Jose, CA USA 95134
Tel : +1 408 527-3711
E-mai |l : abi erman@i sco. com

Send conments to <rnonm b@etf.org>
Mailing list subscription info:
http://ww.ietf.org/mailman/listinfo/rmonmb "
DESCRI PTI ON
"This nodul e defines Renpte Monitoring M B extensions for
Differentiated Services enabl ed networks.

RVON DI FFSERV DSCP statistics

* Per Counter Aggregation G oup

* Per Protocol Per Counter Aggregation G oup
* Per Counter Aggregation Goup Per Host
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* Per Counter Aggregation G oup Per Host-Pair

In order to naintain the RMON ’'| ook-and-feel’ and senantic
consi stency, some of the text fromthe RMON-2 and HC- RMON
M Bs by Steve Wl dbusser has been adapted for use in this
MB."

REVI SI ON "200205310000Z"

DESCRI PTI ON
"Initial version of the DSMON M B nodule. This version
publi shed as RFC 3287."

:={ rnon 26 }
dsnonCbj ect s OBJECT IDENTIFIER ::= { dshnonMB 1 }
dsnonNot i fications OBJECT IDENTIFIER ::= { dsnonMB 2 }
dsnmonConf or mance OBJECT IDENTIFIER ::= { dsnronMB 3 }
dsnmonAgghj ect s OBJECT IDENTIFIER ::= { dsnonCbjects 1 }
dsnonSt at sGbjects OBJECT IDENTIFIER ::= { dsnonCbjects 2 }
dsnmonPdi st Obj ects OBJECT I DENTIFIER ::= { dsnonCbjects 3 }
dsnmonHost bj ect s OBJECT IDENTIFIER ::= { dsnonCbjects 4 }
dsnmonCapsbj ect s OBJECT IDENTIFIER ::= { dsnonCbjects 5 }
dsnmonMat ri xCbj ects OBJECT I DENTIFIER ::= { dsnmonCbjects 6 }
-- Textual Convention to define a
-- DSMON Count er Aggregation G oup | ndex
DsnonCount er AggG oupl ndex :: = TEXTUAL- CONVENTI ON

STATUS current

DESCRI PTI ON

"This TC describes a data type which identifies a DSMON
counter aggregation group, which is an arbitrary groupi ng of
conceptual counters, for nonitoring purposes only. The
range for this data type begins with zero (instead of
one), to allow for a direct mappi ng between counter
i ndexi ng schenmes that start at zero (e.g. DSCP values in
packets) and counter aggregation group val ues."

SYNTAX | nteger32 (0..2147483647)

-- Textual Convention to define a
-- DSMON Count er Aggregation Profile |Index

DsnmonCount er AggPr of i | el ndex ::= TEXTUAL- CONVENTI ON
STATUS current
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DESCRI PTI ON
"This TC describes a data type which identifies a DSMON
counter aggregation profile, which is a set of counter
aggregation group assignments for each of the 64 DSCP
val ues, for a particular statistical collection.”
SYNTAX I nteger32 (1..2147483647)

Rk b S b b S I R Rk kS b S b O Rk Sk S o S O R I kO

-- % *
-- * DSMON CAPABI LI TI ES *
* *

EIE R R R I R R I R R I R R R I R I I R R I R O S R

dsnmonCapabi liti es OBJECT- TYPE
SYNTAX BITS {

dsnmonCount er AggCont r ol (0),
dsnmonStats(1),
dsnmonSt at sOvfl (2),
dsnmonSt at sHC( 3)
dsmonPdi st (4),
dsmonPdi st Ovfl (5),
dsnmonPdi st HC( 6) ,
dsnonHost (7),
dsnmonHost Ovf | (8),
dsnmonHost HC( 9) ,
dsmonCaps(10),
dsmonMat ri x(11),
dsmonMat ri xOvfl (12),
dsnonMat ri xHC( 13)

}
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"Thi s object provides an indication of the DSMON groups
supported by the agent. If a bit is set, then the agent

i mpl enents all of the objects in the DSMON obj ect group,
where bit 'n' represents the MB group identified by the
OBJECT | DENTI FI ER val ue { dsnmonG oups n+1 }."

::={ dsnonCapsObjects 1 }

EIE R R R R I R I I R R I R R R I R I I R I R R I R O S R R

-- AGGREGATI ON CONTROL GROUPS *
* *

Rk b Sk S Rk S IRk Ik bk S S R R I S R Sk R R
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dsnmonMaxAggG oups OBJECT- TYPE

SYNTAX I nteger32 (2..64)
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nmaxi mum nunber of counter aggregation groups that this
agent can support. The agent will allow this nunber of

di stinct groups to be configured in the
dsmonAggProfi | eTabl e, nunbered from'0 to
"dsmonMaxAggG oups - 1', for each counter aggregation
profile entry supported by the agent.

The agent MJUST NOT | ower this value during system operation
and SHOULD set this object to an appropriate val ue during
systeminitialization."

::={ dsnonAgglbjects 1 }

dsnmonAggCont rol Locked OBJECT- TYPE
SYNTAX Trut hval ue
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON
"Controls the setup of counter aggregation groups for this
agent .

If this object contains the value "true’, then wite access
to the objects in the dsnonAggControl Tabl e (except the
dsnmonAggCont r ol Omner obj ect), dsnonAggProfil eTable, and
dsmonAggG oupTable is not permitted, and data collection is
possi ble. This object only controls wite access to these
M B objects. The DSMON data col |l ection control tables
(e.g., dsnmonHostCtl Table) can be configured at any tine,
regardl ess of the value of this object.

If this object contains the value 'false’, wite access to
the objects in the dsnonAggControl Tabl e,
dsnmonAggProfi |l eTabl e, and dsnonAggGroupTable is permtted,
and data collection is not possible. 1In addition, al
objects in all DSMON data tables (e.g., dsnonStatsTable)
shal | be del eted

An agent is not required to process SNWP Set Requests for
this object in conjunction with other objects fromthis MB.
This is intended to sinplify the processing of Set Requests
for tables such as the dsnonAggProfil eTable, by elininating
the possibility that a single Set PDU will contain multiple
var bi nds which are in conflict, such as a PDU whi ch both
nodi fi es the dsnonAggProfil eTabl e and | ocks the
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dsnmonAggProfil eTabl e at the sane tine.

Note that the agent is not required to validate the entire
counter aggregation configuration when an attenpt is made to
transition an instance of this object from’'true’ to
"false’. That validation is done if and when a DSMON dat a
collection is activated.

An agent is required to reactivate any suspended data

coll ections when this object transitions to "true’, Each
active data control entry (e.g., dsnonStatsControl Entry),
will be validated with respect to the new counter
aggregation configuration. |If the counter aggregation
profile referenced in the data collection is valid, then
that collection will be restarted. Oherw se, the RowStatus
object (e.g., dsnonStatsControl Status) will be set to

"not Ready’ for that collection control entry.”

;.= { dsnpbnAggbjects 2 }

dsnmonAggCont r ol Changes OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"This object counts the nunber of tines the value of the
dsnmonAggCont rol Locked obj ect has changed. A nanagenent
station can use this object to detect if counters in the
DSMON data tables (e.g., dsnmonStatsEntry) have been del eted
and recreated between polls.

This object shall be increnmented by one each tine the
dsnmonAggCont rol Locked obj ect changes from'false to 'true’
or from’'true' to 'false ."

::={ dsnonAgglbj ects 3}

dsnmonAggCont r ol Last ChangeTi ne OBJECT- TYPE

SYNTAX Ti meSt anp
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

Bi er man

"This object identifies the value of sysUpTinme at the nonent
t he dsnonAggControl Locked object was |ast nodified. A
managenent station can use this object to detect if counters
in the DSMON data tables (e.g., dsnonStatsEntry) have been
del eted and recreated between polls.

This object shall be updated with the current val ue of
sysUpTime, if the dsnonAggControl Locked object changes from
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"false’ to "true’, or from’'true’ to 'false’

Upon systeminitialization, this object shall contain the
val ue zero."

::= { dsnonAgghj ects 4 }

-- Counter Aggregation Control Table

dsnmonAggCont r ol Tabl e OBJECT- TYPE

SYNTAX

SEQUENCE OF DsnonAggControl Entry

MAX- ACCESS not-accessi bl e

STATUS

current

DESCRI PTI ON

"This table provides an overall description and control
point for all dsnmonAggProfileEntries with the sane
dsnmonAggCont r ol | ndex val ue.

A managenent application SHOULD create a counter aggregation
profile by first creating and activating an entry in this
table. This will cause the agent to create a set of 64
dsnmonAggProfil eEntries on behalf of this control entry. An
application can then set the individual counter aggregation
group assignments for each of the 64 DSCP val ues,

This table MJUST NOT be nodified if the dsnmonAggControl Locked
object is equal to ’true’

Not e that an agent MAY choose to linit the actual nunber of
entries which may be created in this table, and

(i ndependently) the number of counter aggregation profiles
which may be applied to a particular data source. |In this
case, the agent SHOULD return an error-status of
"resourceUnavai |l abl e(13)’, as per section 4.2.5 of the
"Protocol Operations for SNMPv2' specification [ RFC1905].

The agent SHOULD support non-vol atile configuration of this
tabl e, and upon systeminitialization, the table SHOULD be
initialized with the saved values. Oherw se, each
potential counter aggregation group description string
SHOULD contain the enpty string."

.= { dsnonAggbj ects 5 }

dsnmonAggCont rol Entry OBJECT- TYPE

SYNTAX

DsnmonAggCont rol Entry

MAX- ACCESS not -accessi bl e

Bi er man
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STATUS current
DESCRI PTI ON
"A conceptual row in the dsnonAggControl Table."
I NDEX { dsnonAggControl | ndex }
::= { dsnonAggControl Table 1 }

DsnonAggControl Entry :: = SEQUENCE {
dsnonAggCont r ol | ndex DsnmonCount er AggPr of i | el ndex,
dsnonAggCont r ol Descr SnnpAdnmi nStri ng,
dsnmonAggCont r ol Oaner Owner Stri ng,
dsnmonAggCont r ol St at us RowSt at us

}

dsnmonAggCont rol | ndex OBJECT- TYPE
SYNTAX DsmonCount er AggPr of i | el ndex
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"An arbitrary integer index value used to identify the
counter aggregation profile specified by this control
entry."

::= { dsnonAggControl Entry 1 }

dsnmonAggCont r ol Descr OBJECT- TYPE

SYNTAX SnnpAdmi nString (SIZE (0..64))
MAX- ACCESS read-create

STATUS current

DESCRI PTI ON

"An admi nistratively assigned description of the counter
aggregation profile identified by this entry.

Upon first creation of an instance of this object, the agent

SHOULD set this object to the enpty string. |If the agent
supports non-vol atile storage, then this object SHOULD be

re-initialized with its stored value after a systemreboot.

This object MJUST NOT be nodified if the associated
dsnmonAggControl Status object is equal to "active', or the
dsnmonAggControl Locked object is equal to "true' ."

:: = { dsnonAggControl Entry 2 }

dsnmonAggCont r ol Omer OBJECT- TYPE
SYNTAX Owner String
MAX- ACCESS r ead- create
STATUS current
DESCRI PTI ON
"The entity that configured this entry and is therefore
using the resources assigned to it."
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.. = { dsnonAggControl Entry 3 }

dsnmonAggCont rol St at us OBJECT- TYPE

SYNTAX RowSt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The status of this row

An entry MJST NOT exist in the active state unless all
objects in the entry have an appropriate val ue.

Upon setting this object to active(l), the agent will create
a conplete set of 64 associated entries in the
dsnmonAggPr of i | eTabl e.

If this object is not equal to active(l), all associated
entries in the dsnonAggProfil eTable shall be del eted.

This object MJUST NOT be nodified if the
dsnmonAggCont rol Locked object is equal to "true' ."
:: = { dsnonAggControl Entry 4 }

-- Counter Aggregation Profile Table

dsnmonAggPr of i | eTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsnonAggProfil eEntry
MAX- ACCESS not -accessi bl e

STATUS current

DESCRI PTI ON

"Controls the setup of counter aggregation profiles for this
agent. For each such profile, every DSCP val ue MIST be
configured into exactly one counter aggregation group.

This table MUST NOT be nodified if the dsnonAggControl Locked
object is equal to "true’.

The agent will create a set of 64 entries in this table
(with the sane dsnmonAggControl | ndex val ue) when the
associ at ed dsnonAggControl Entry is activated.

I f the agent supports non-volatile configuration of this
tabl e, then upon systeminitialization, this table SHOULD be
initialized with the saved val ues."

::= { dsnonAgghj ects 6 }
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dsnmonAggProfil eEntry OBJECT- TYPE

SYNTAX DsnmonAggProfil eEntry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"A conceptual row in the dsnonAggProfileTable. The
dsnmonAggControl I ndex value in the index identifies the
dsnmonAggControl Entry associated with each entry in this
table.”

I NDEX { dsnonAggControl | ndex, dsnonAggProfil eDSCP }

::={ dsnonAggProfil eTable 1 }

DsnonAggProfil eEntry ::= SEQUENCE {
dsnmonAggPr of i | eDSCP Dscp,
dsnonAggG oupl ndex DsnmonCount er AggG oupl ndex

dsnmonAggPr of i | eDSCP OBJECT- TYPE

SYNTAX Dscp

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"The specific DSCP value for the DSCP counter which is
configured in a counter aggregation group by this entry."

::= { dsnonAggProfileEntry 1}

dsnmonAggG oupl ndex OBJECT- TYPE

SYNTAX DsnmonCount er AggG oupl ndex

MAX- ACCESS read-wite

STATUS current

DESCRI PTI ON
"The counter aggregation group which contains this DSCP
val ue. Upon creation of a new sub-tree (set of 64 entries
wi th the same dsnonAggControl I ndex value) in this table, the
agent SHOULD initialize all related instances of this object
to the val ue zero.

Thi s object MUST NOT be nodified if the
dsnmonAggControl Locked object is equal to "true’ ."

DEFVAL { 0}
::= { dsnonAggProfil eEntry 2 }

-- Counter Aggregation Goup Table
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dsnmonAggG oupTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsnpbnAggG oupEntry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"This table provides a description of each counter
aggregation group configured on this system Note that the
semantics of a particular counter aggregation group are only
rel evant within the scope of a particular counter
aggregation profile.

This table MUST NOT be nodified if the dsnonAggControl Locked
object is equal to 'true’

Note that an agent MAY choose to linit the actual nunber of
entries which may be created in this table, and

(i ndependently) the number of counter aggregation profiles
which may be applied to a particular data source. |In this
case, the agent SHOULD return an error-status of
"resourceUnavail abl e(13)’, as per section 4.2.5 of the
"Protocol Operations for SNMPv2' specification [ RFC1905].

If the agent supports non-volatile configuration of this
tabl e, then upon systeminitialization, this table SHOULD be
initialized with the saved values. Oherw se, each
potential counter aggregation group description string
SHOULD contain the enpty string

An agent SHOULD allow entries to be created or nodified in
this table, even if the specified dsnonAggControl | ndex val ue
does not identify a valid dsnonAggControl Entry or a conpl ete
set of valid dsnonAggProfil eEntries, to reduce row creation
order dependencies."

::={ dsnopnAgglbj ects 7 }

dsnmonAggG oupEnt ry OBJECT- TYPE

SYNTAX DsnonAggG oupEntry
MAX- ACCESS not-accessi bl e
STATUS current
DESCRI PTI ON

"A conceptual row in the dsnonAggG oupTable. The
dsnmonAggG oupl ndex value in the INDEX identifies the counter
aggregation group associated with each entry.

The dsnonAggControl I ndex in the index identifies the counter
aggregation profile associated with each entry, identified
by the dsmonAggControl Entry and dsnmonAggProfil eEntries with
the same index val ue.
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The agent SHOULD support non-vol atile configuration of this
tabl e, and upon systeminitialization, the table SHOULD be
initialized with the saved val ues.

The dsnonAggG ouplndex in the index identifies the counter
aggregation group associated with each entry. This object
SHOULD be indexed fromzero to 'N, where "N is less than
t he val ue of the dsnmonMaxAggG oups for this agent."”

I NDEX { dsnonAggControl | ndex, dsnmonAggG oupl ndex }
::= { dsnonAggG oupTable 1 }

DsnmonAggG oupEntry :: = SEQUENCE {
dsnmonAggG oupDescr SnnpAdmi nStri ng,
dsnmonAggG oupSt at us RowsSt at us

}

dsnmonAggG oupDescr OBJECT- TYPE

SYNTAX

SnnpAdmi nString (SIZE (0..64))

MAX- ACCESS read-create

STATUS

current

DESCRI PTI ON

"An adm nistratively assigned description of the counter
aggregation group identified by this entry.

Upon first creation of an instance of this object, the agent
SHOULD set this object to the enpty string.

This object MIUST NOT be nodified if the associated
dsnmonAggG oupSt at us object is equal to "active', or the
dsnmonAggControl Locked object is equal to "true' ."

.. = { dsnonAggG oupEntry 1 }

dsnmonAggG oupSt at us OBJECT- TYPE

SYNTAX RowSt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The status of this row

An entry MJST NOT exist in the active state unless all
objects in the entry have an appropriate val ue.

This object MJUST NOT be nodified if the
dsnmonAggCont rol Locked object is equal to "true'."

::= { dsnonAggG oupEntry 2 }

Bi er man
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EE R R I R R I R R I I R R R R I R I R R S R R I R I R S I R R

-- % PER-DATASOURCE COLLECTI ONS *
* *

R Sk b o S R Sk Sk S kR R I Rk b S R IR o S o b ok ko R

-- Per-DataSource Statistics Control Table

dsnonSt at sCont r ol Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsnonStatsControl Entry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"Controls the setup of per data source per counter
aggregation group distribution statistics.

Not e that an agent MAY choose to linit the actual nunber of

entries which may be created in this table. |In this case,

the agent SHOULD return an error-status of

"resourceUnavail abl e(13)’, as per section 4.2.5 of the

"Protocol Operations for SNMPv2' specification [ RFC1905]."
;.= { dsnonStatsChjects 1}

dsnonSt at sControl Entry OBJECT- TYPE

SYNTAX DsnmonSt at sCont r ol Entry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"A conceptual row in the dsnonStat sControl Tabl e.

Entries are created and deleted fromthis table by
managenent action only, using the dsnonStatsControl Status
RowSt at us obj ect .

The agent SHOULD support non-vol atile configuration of this
tabl e, and upon systeminitialization, the table SHOULD be
initialized with the saved val ues.

Activation of a control rowin this table will cause an
associ ated dsnonStatsTable to be created and nmai ntai ned by
the agent."

I NDEX { dsnonStatsControl |l ndex }

::= { dsnonStatsControl Table 1 }

DsnmonSt at sControl Entry ::= SEQUENCE {
dsnonSt at sCont r ol | ndex I nt eger 32,
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dsnonSt at sCont r ol Dat aSour ce
dsnonSt at sCont r ol AggProfile
dsnonSt at sCont r ol Dr oppedFr anes
dsnonSt at sContr ol Creat eTi ne
dsnonSt at sCont r ol Oaner

dsnonSt at sCont r ol St at us

}
dsnonSt at sContr ol | ndex OBJECT- TYPE

SYNTAX I nteger32 (1..65535)
MAX- ACCESS not -accessi bl e
STATUS current

DESCRI PTI ON

July 2002

Dat aSour ce,

DsnmonCount er AggPr of i | el ndex,
Count er 32,

Last Cr eat eTi ne,

Owner Stri ng,

RowsSt at us

"An arbitrary and uni que index for this

dsnonSt at sControl Entry. "
::={ dsnonStatsControl Entry 1 }

dsnonSt at sCont r ol Dat aSour ce OBJECT- TYPE

SYNTAX Dat aSour ce
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The data source of this per protocol
aggregation group distribution.

per counter

Note that only packets that contain a network protocol
encapsul ati on which contains a DS field [RFC2474] will be
counted in this table.

This object MJUST NOT be nodified if the associated
dsnmonSt at sControl Status object is equal to active(1)."
::={ dsnonStatsControl Entry 2 }

dsnmonSt at sCont r ol AggProfil e OBJECT- TYPE

SYNTAX DsnmonCount er AggPr of i | el ndex

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"The dsnonAggControl | ndex val ue identifying the counter
aggregation profile which should be used on behalf of this
dsnmonSt at sControl Entry.
The associ at ed dsnonAggControl Entry and
dsnmonAggProfil eEntries, identified by the same
dsnmonAggCont rol | ndex index val ue, MJST be active in order
for this entry to remain active. It is possible for the
counter aggregation configuration to change froma valid to
invalid state for this dsnonStats collection. In this case,
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t he associ ated dsnonStatsControl Status object will be
changed to the 'not Ready’ state, and data collection will
not occur on behalf of this control entry.

Not e that an agent MAY choose to limt the actual nunber of

counter aggregation profiles which may be applied to a
particul ar data source.

Thi s obj ect MUST NOT be nodified if the associated
dsnmonSt at sControl Status object is equal to active(l1)."
::={ dsnonStatsControl Entry 3 }

dsnonSt at sCont r ol Dr oppedFr anes OBJECT- TYPE
SYNTAX Count er 32
UNI TS "franes"
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"The total nunber of frames which were received by the probe

and therefore not accounted for in the *StatsDropEvents,
for which the probe chose not to count for this entry for
what ever reason. Mst often, this event occurs when the

probe is out of sonme resources and decides to shed |oad from

this collection.

This count does not include packets that were not counted
because they had MAC-| ayer errors.

Note that, unlike the dropEvents counter, this nunber is the

exact nunber of franmes dropped.”
;.= { dsnonStatsControl Entry 4 }

dsnmonSt at sCont r ol Creat eTi ne OBJECT- TYPE

SYNTAX Last Creat eTi e

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The val ue of sysUpTime when this control entry was | ast
activated. This can be used by the managenment station to
detect if the table has been del eted and recreated between
polls.”

;.= { dsnonStatsControl Entry 5 }

dsnonSt at sCont r ol Omer OBJECT- TYPE

SYNTAX Onner String
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
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"The entity that configured this entry and is therefore
using the resources assigned to it."
::={ dsnonStatsControl Entry 6 }

dsnonSt at sContr ol St at us OBJECT- TYPE

SYNTAX RowSt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The status of this row

An entry MJST NOT exist in the active state unless all
objects in the entry have an appropriate val ue.

If this object is not equal to active(l), all associated
entries in the dsnonStatsTable shall be deleted."
::={ dsnonStatsControl Entry 7 }

-- Per-DataSource Statistics Table

dsnonSt at sTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsnonSt at sentry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"Alist of information on counter aggregation group usage
for each nonitored data source.

The followi ng tabl e defines per counter aggregation group
statistics for full and/or half-duplex Iinks as well as high
capacity links.

For hal f-duplex Iinks, or full-duplex-capable links
operating in half-duplex node, the dsnonStatsln* objects
shal | be used and the dsnonStatsQut* objects will not

i ncrenent.

For full-duplex links, the dsnonStatsQut* objects will be
present. \Whenever possible, the probe SHOULD count packets
nmovi ng away fromthe closest term nating equi pnent as out put
packets. Failing that, the probe SHOULD count packets

novi ng away fromthe DTE as out put packets.

If the dsnmonAggControl Locked object is equal to ’'false’,

then all entries in this table will be deleted and the agent
wi |l not process packets on behal f of any
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dsnonSt at sControl Entry. "
::={ dsnonStatsObjects 2 }

dsnmonSt at seEnt ry OBJECT- TYPE
SYNTAX DsnonSt at sEntry
MAX- ACCESS not -accessi bl e
STATUS current
DESCRI PTI ON

DSMON M B

July 2002

"Alist of information on Differentiated Services DSCP
usage, containing i nbound and out bound packet and oct et
counters for each counter aggregation group configured for

col I ecti on.

The dsnonStatsControl I ndex value in the index identifies the
dsnonSt at sControl Entry on whose behalf this entry was

creat ed.

The dsnbnAggG oupl ndex value in the index is determ ned by
exam ning the DSCP val ue in each nonitored packet, and the
dsnmonAggProfil eTable entry for that DSCP val ue.

Note that only packets that contain a network protocol
encapsul ati on which contains a DS field [ RFC2474] will be

counted in this table.

An exanpl e of the indexing of this entry is

dsnonSt at sQut Pkt s. 1. 16"
I NDEX { dsnonSt at sCont r ol | ndex,
::={ dsnonStatsTable 1}

dsnmonAggG oupl ndex }

DsnonSt at sentry
dsnonSt at sl nPkt s
dsnonSt at sl nCctets
dsnonSt at sl nOvf | Pkt s
dsnonSt at sl nOvfl Cctets
dsnonSt at s| nHCPkt s
dsnonSt at sl nHCCct et s
dsnonSt at sQut Pkt s
dsnonSt at sQut Cct et s
dsnonSt at sQut Ovf | Pkt's
dsnonSt at sQut Ovf | Cct et s
dsnonSt at sCQut HCPkt s
dsnonSt at sQut HCCct et s

}

: = SEQUENCE {

Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 64,
Zer oBasedCount er 64,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 64,
Zer oBasedCount er 64

dsnonSt at sl nPkt s OBJECT- TYPE

SYNTAX

UNI TS "packet s"

Bi er man

Zer oBasedCount er 32
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MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The nunber of packets using one of the DSCP values in the
i ndi cated counter aggregation group, received on a half-

dupl ex link or on the inbound connection of a full-duplex
link."

::={ dsnonStatsEntry 1 }

dsnonSt at sl nCct et s OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
UNI TS "octets"

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The nunber of octets in packets, using one of the DSCP
values in the indicated counter aggregation group, received

on a half-duplex link or on the inbound connection of a
full -duplex link."
::={ dsnonStatsEntry 2 }

dsnonSt at sl nOvf | Pkt s OBJECT- TYPE

SYNTAX Zer oBasedCount er 32

MAX- ACCESS read-only

STATUS deprecat ed

DESCRI PTI ON
"The nunber of tines the associ ated dsnonSt at sl nPkts counter
has overflowed. Note that this object will only be

instantiated if the associ ated dsnonSt at sl nHCPkts object is
al so instantiated for a particul ar dataSource."
::={ dsnonStatsEntry 3 }

dsnonSt at sl nOvf | Cctet s OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS deprecat ed

DESCRI PTI ON

"The nunber of times the associ ated dsnonStatslnCctets
counter has overflowed. Note that this object will only be
instantiated if the associ ated dsnonSt at sl nHCCct et s obj ect

is also instantiated for a particul ar dataSource."
::= { dsnonStatsEntry 4 }

dsnonSt at sl nHCPkt s OBJECT- TYPE

SYNTAX Zer oBasedCount er 64
UNI TS "packet s"

MAX- ACCESS read-only

STATUS current
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DESCRI PTI ON
"The 64-bit version of the dsnonStatslnPkts object.

Note that this object will only be instantiated if the RMON
agent supports Hi gh Capacity nmonitoring for a particul ar
dat aSource. "

::={ dsnonStatsEntry 5 }

dsnonSt at sl nHCOct et s OBJECT- TYPE
SYNTAX Zer oBasedCount er 64
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The 64-bit version of the dsnonStatslnCQctets object.

Note that this object will only be instantiated if the RMON
agent supports Hi gh Capacity nonitoring for a particul ar
dat aSour ce. "

::={ dsnonStatsEntry 6 }

dsnmonSt at sQut Pkt s OBJECT- TYPE

SYNTAX Zer oBasedCount er 32

UNI TS "packet s"

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The nunber of packets using one of the DSCP values in the
i ndi cated counter aggregation group, received on a full-
duplex link in the direction of the network."

::={ dsnonStatsEntry 7 }

dsnonSt at sQut Cct et s OBJECT- TYPE

SYNTAX Zer oBasedCount er 32

UNI TS "octets"

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The nunber of octets in packets, using one of the DSCP
val ues in the indicated counter aggregation group, received
on a full-duplex link in the direction of the network."

::={ dsnonStatsEntry 8 }

dsnonSt at sQut Ovf | Pkts OBJECT- TYPE
SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only
STATUS depr ecat ed
DESCRI PTI ON
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"The nunber of times the associated dsnonStat sQut Pkts
counter has overflowed. Note that this object will only be
instantiated if the associ ated dsnonSt at sQut HCPkts object is
al so instantiated for a particul ar dataSource."

::={ dsnonStatsEntry 9 }

dsnonSt at sQut Ovfl Cct et s OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS depr ecat ed

DESCRI PTI ON

"The nunber of times the associated dsnonStatsQutCctets
counter has overflowed. Note that this object will only be
instantiated if the associ ated dsnonSt at sQut HCOct et s obj ect
is also instantiated for a particul ar dataSource."

::={ dsnonStatsEntry 10 }

dsnonSt at sCut HCPkt s OBJECT- TYPE

SYNTAX Zer oBasedCount er 64
UNI TS "packet s"

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The 64-bit version of the dsnonStatsCQutPkts object.

Note that this object will only be instantiated if the RMON
agent supports Hi gh Capacity nmonitoring for a particul ar
dat aSour ce. "

::={ dsnonStatsEntry 11 }

dsnonSt at sQut HCOct et s OBJECT- TYPE

SYNTAX Zer oBasedCount er 64
UNI TS "octets"

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The 64-bit version of the dsnonStatsQutCctets object.
Note that this object will only be instantiated if the RMON
agent supports Hi gh Capacity nmonitoring for a particul ar
dat aSour ce. "

::={ dsnonStatsEntry 12 }

EZE IR R R R I R S R R R I R R R R I R R R R I I R R S S

* *
* PER- PROTOCOL COLLECTI ONS *
* *

EE R R R R R R R I R R I I S R R R S R
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-- DSCP Per-Protocol Statistics Control Table

dsnonPdi st Ct | Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsnonPdi stCtl Entry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"Controls the setup of per application per counter
aggregation group distribution statistics.

Not e that an agent MAY choose to linit the actual nunber of
entries which may be created in this table. |In this case,
the agent SHOULD return an error-status of

"resourceUnavail abl e(13)’, as per section 4.2.5 of the
"Protocol Operations for SNMPv2' specification [ RFC1905]."

;.= { dsnonPdi st bjects 1}

dsnonPdi st Ct | Ent ry OBJECT- TYPE

SYNTAX DsnmonPdi st &t | Entry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"A conceptual row in the dsnonPdi st Ctl Tabl e.
Entries are created and deleted fromthis table by
managenent action only, using the dsnonPdistCt| Status
RowSt at us obj ect .
The agent SHOULD support non-vol atile configuration of this
tabl e, and upon systeminitialization, the table SHOULD be
initialized with the saved val ues.
Activation of a control rowin this table will cause an
associ at ed dsnonPdi st StatsTable to be created and nai ntai ned
by the agent."

I NDEX { dsnonPdi st Ctl 1 ndex }

::={ dsnonPdistCt| Table 1 }

DsmonPdi st Ct 1 Entry :: = SEQUENCE {

dsnonPdi st Ct | | ndex I nt eger 32,

dsnonPdi st Ct | Dat aSour ce Dat aSour ce,

dsnonPdi st Ct | AggProfile DsnmonCount er AggPr of i | el ndex,

dsnonPdi st Ct | MaxDesi redEntri es I nt eger 32,

dsnmonPdi st Ct | Dr oppedFr anes Count er 32,

dsmonPdi st Ctl I nserts Count er 32,

dsnonPdi st Ct | Del etes Count er 32,
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}

dsnonPdi st Ct | Cr eat eTi e Last Creat eTi ne,
dsnonPdi st Ct | Owner Owner Stri ng,
dsnonPdi st Ct | St at us RowsSt at us

dsnonPdi st Ct | | ndex OBJECT- TYPE

SYNTAX I nteger32 (1..65535)
MAX- ACCESS not-accessi bl e
STATUS current

DESCRI PTI ON

"An arbitrary and unique index for this dsnmonPdistCtlEntry."
::={ dsnonPdistCtlEntry 1 }

dsnonPdi st Ct | Dat aSour ce OBJECT- TYPE

SYNTAX Dat aSour ce
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The source of data for the this per protocol counter
aggregation group distribution.

This object MIUST NOT be nodified if the associated
dsnmonPdi st Ct | Status object is equal to active(l)."
::={ dsnonPdistClEntry 2 }

dsnmonPdi st &t | AggProfil e OBJECT- TYPE

SYNTAX DsmonCount er AggPr of i | el ndex
MAX- ACCESS read-create

STATUS current

DESCRI PTI ON

"The dsnonAggControl I ndex val ue identifying the counter
aggregation profile which should be used on behalf of this
dsnonPdi st Ct 1 Entry.

The associ at ed dsnmonAggControl Entry and
dsnmonAggProfil eEntries, identified by the same
dsnmonAggCont rol | ndex index val ue, MJST be active in order

for this entry to remain active. It is possible for the
counter aggregation configuration to change froma valid to
invalid state for this dsnonPdist collection. 1In this case,

t he associ ated dsnmonPdi st Ctl Status object will be changed to
the 'not Ready’ state, and data collection will not occur on
behal f of this control entry.

Note that an agent MAY choose to linit the actual nunber of
counter aggregation profiles which nay be applied to a
particul ar data source.
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This object MJUST NOT be nodified if the associated
dsnmonPdi st Ct | Status object is equal to active(l)."
::={ dsnonPdistCtl Entry 3 }

dsnonPdi st Ct | MaxDesi redEntri es OBJECT- TYPE

SYNTAX Integer32 (-1 | 1..2147483647)
MAX- ACCESS read-create

STATUS current

DESCRI PTI ON

"The maxi mum nunber of entries that are desired in the
dsnmonPdi st St at sTabl e on behalf of this control entry. The
probe will not create nore than this nunber of associated
entries in the table, but MAY choose to create fewer entries
inthis table for any reason including the I ack of
resources.

If this value is set to -1, the probe MAY create any nunber
of entries in this table.

This object MJUST NOT be nodified if the associated
dsnonPdi st Ct | Status object is equal to active(l)."
::={ dsnonPdistCt| Entry 4 }

dsnonPdi st Ct | Dr oppedFr ames OBJECT- TYPE

SYNTAX Count er 32

UNI TS "frames"

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The total nunber of frames which were received by the probe
and therefore not accounted for in the *StatsDropEvents, but
for which the probe chose not to count for this entry for
what ever reason. Most often, this event occurs when the
probe is out of sone resources and decides to shed |oad from
this collection.

This count does not include packets that were not counted
because they had MAC-| ayer errors.

Note that, unlike the dropEvents counter, this nunber is the
exact nunber of frames dropped.”
::={ dsnonPdistCl Entry 5 }

dsnmonPdi st Ct |l | nserts OBJECT- TYPE

SYNTAX Count er 32
UNI TS "table entries"
MAX- ACCESS r ead-only
STATUS current
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DESCRI PTI ON
"The nunber of tines a dsnonPdist entry has been inserted
into the dsnonPdi st Table. |If an entry is inserted, then
del eted, and then inserted, this counter will be increnented
by 2.

To allow for efficient inplenentation strategies, agents NMAY
del ay updating this object for short periods of time. For
exanpl e, an inplenentation strategy may allow i nternal data
structures to differ fromthose visible via SNMP for short
periods of time. This counter may reflect the internal data
structures for those short periods of tine.

Note that the table size can be deternined by subtracting
dsnonPdi st Ct | Del etes from dsnonPdi st Ctllnserts.”
::={ dsnonPdistCt| Entry 6 }

dsnonPdi st Ct | Del et es OBJECT- TYPE

SYNTAX Count er 32

UNI TS "table entries"

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The nunber of tines a dsnonPdist entry has been del eted
fromthe dsnonPdi st table (for any reason). |If an entry is

del eted, then inserted, and then deleted, this counter wll
be increnented by 2.

To allow for efficient inplenmentation strategies, agents NMAY
del ay updating this object for short periods of time. For
exanpl e, an inplenentation strategy nmay allow internal data
structures to differ fromthose visible via SNWP for short
periods of time. This counter may reflect the internal data
structures for those short periods of tine.

Note that the table size can be deternined by subtracting
dsnonPdi st Ct | Del etes from dsnonPdi stCtl |l nserts."”
c:={ dsnonPdistCtlEntry 7 }

dsnmonPdi st Ct | Creat eTi me OBJECT- TYPE

SYNTAX Last Creat eTi ne

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The val ue of sysUpTime when this control entry was | ast
activated. This can be used by the managenent station to
detect if the table has been del eted and recreated between
polls."
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::={ dsnonPdistCl Entry 8 }

dsnonPdi st Ct | Omer OBJECT- TYPE

SYNTAX Owner String

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"The entity that configured this entry and is therefore
using the resources assigned to it."

::={ dsnonPdistCtl Entry 9 }

dsnonPdi st Ct | St at us OBJECT- TYPE

SYNTAX RowsSt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The status of this row

An entry MJST NOT exist in the active state unless all
objects in the entry have an appropriate val ue.

If this object is not equal to active(l), all associated

entries in the dsnonPdi st StatsTabl e shall be del eted.™
::={ dsnonPdistCtl Entry 10 }

Per-Protocol Statistics Table

dsnonPdi st St at sTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsnonPdi st St at sentry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"Alist of information on a per protocol per counter
aggregation group usage.

I f the dsnonAggControl Locked object is equal to ’'false’,
then all entries in this table will be deleted and the agent
wi Il not process packets on behalf of any
dsmonPdi stCt I Entry. "

;.= { dsnonPdi st bj ects 2 }

dsnonPdi st St at sEntry OBJECT- TYPE

SYNTAX DsnmonPdi st St at SEntry
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON
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"Alist of information on Differentiated Services DSCP
usage, containing packet and octet counters for each counter
aggregation group configured for collection, and each
protocol (as identified by the protocol DirlLocal I ndex for the
protocol) identified in each nonitored packet.

The dsnonPdistCtlIndex value in the index identifies the
dsnonPdi st Ct 1 Entry on whose behalf this entry was created.

Note that only packets that contain a network protocol
encapsul ati on which contains a DS field [ RFC2474] will be
counted in this table.

The dsnonAggG oupl ndex value in the index is deternined by
exani ning the DSCP val ue in each nonitored packet, and the
dsnmonAggProfil eTable entry for that val ue.

The protocol DirLocal I ndex in the index identifies the
protocol DirEntry for the protocol encapsul ation of each

nmoni tored packet. The agent will include only application

| ayer protocols in the associ ated dsnonPdi st St atsTabl e. Any
"terminal’ protocol is considered to be an application

pr ot ocol .

An exanpl e of the indexing of this entry is
dsnmonPdi st St at sPkts. 9.29943. 0. 42. "

I NDEX { dsnonPdi st Ct I | ndex,

dsnmonPdi st Ti neMar Kk,
dsnmonAggG oupl ndex,
protocol DirLocal | ndex }

::={ dsnonPdi st StatsTable 1 }

DsnmonPdi st St at sEntry :: = SEQUENCE {
dsnonPdi st Ti mreMar k TinmeFil ter,
dsnonPdi st St at sPkt s Zer oBasedCount er 32,
dsnonPdi st St at sCctets Zer oBasedCount er 32,
dsnonPdi st St at sOvf | Pkt s Zer oBasedCount er 32,
dsnonPdi st St at sOvf | Cctet s Zer oBasedCount er 32,
dsnonPdi st St at sHCPkt s Zer oBasedCount er 64,
dsnonPdi st St at sHCCOct et s Zer oBasedCount er 64,
dsnonPdi st St at sCr eat eTi nme Last Creat eTi ne

}

dsnonPdi st Ti reMar k OBJECT- TYPE
SYNTAX TinmeFilter
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
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"The Time Filter index for this table. This object nmay be
used by a nanagenent station to retrieve only rows which
have been created or nodified since a particular time. Note
that the current value for a row are always returned and the
TimeFilter is not a historical data archiving nmechani sm
Refer to RFC 2021 [ RFC2021] for a detailed description of
TinmeFilter operation.”

::={ dsnonPdi stStatsEntry 1 }

dsnonPdi st St at sPkt s OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
UNI TS "packet s"

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The nunber of packets, using one of the DSCP values in the

i ndi cated counter aggregation group, for the protocol

identified by the associ ated protocol DirLocal | ndex val ue. "
::= { dsnonPdi stStatsEntry 2 }

dsnonPdi st St at sCct ets OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
UNI TS "octets"

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The nunber of octets in packets, using one of the DSCP

val ues in the indicated counter aggregation group, for the
protocol identified by the associated protocol D rLocal | ndex
val ue.

Note that this object doesn’'t count just those octets in the
particul ar protocol franes, but includes the entire packet
that contai ned the protocol."

::={ dsnonPdi st StatsEntry 3 }

dsnonPdi st St at sOvf | Pkt s OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS depr ecat ed

DESCRI PTI ON

"The nunber of times the associated dsnonPdi st St at sPkts
counter has overflowed. Note that this object will only be
instantiated if the associ ated dsnonPdi st St at sHCPkt s obj ect
is also instantiated for a particul