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Abst r act

This docunent specifies the Internet Storage Nane Service (i SNS)
protocol, used for interaction between i SNS servers and i SNS clients,
which facilitates automated di scovery, nmanagenent, and configuration
of 1SCSI and Fi bre Channel devices (using i FCP gateways) on a TCP/IP
network. i SNS provides intelligent storage discovery and nanagenent
services conparable to those found in Fibre Channel networKks,
allowing a coomodity IP network to function in a capacity simlar to
that of a storage area network. iiSNS facilitates a seanl ess
integration of IP and Fibre Channel networks due to its ability to
enul ate Fi bre Channel fabric services and to manage both i SCSI and

Fi bre Channel devices. iSNS thereby provides value in any storage
networ k conprised of i SCSI devices, Fibre Channel devices (using i FCP
gat eways), or any conbination thereof.
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1. Introduction
1.1. Conventions Used in This Docunent

"i SNS" refers to the storage network nodel and associ ated services
covered in the text of this docunent.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Al franme formats are in big endian network byte order.

Al'l unused fields and bitmaps, including those that are RESERVED,
SHOULD be set to zero when sending and ignored when receiving.

1.2. Purpose of This Docunent

This is a standards track docunent containing nornmative text
specifying the i SNS Protocol, used by i SCSI and i FCP devices to
conmuni cate with the i SNS server. This docunent focuses on the

i nteraction between i SNS servers and i SNS clients; interactions anong
multiple authoritative primary i SNS servers are a potential topic for
future work.

2. i SNS Overview

i SNS facilitates scal abl e configuration and managenent of i SCSI and
Fi bre Channel (FCP) storage devices in an IP network by providing a
set of services conparable to that available in Fibre Channe
networks. iSNS thus allows a commodity | P network to function at a
| evel of intelligence conparable to a Fibre Channel fabric. i SNS
all ows the adnministrator to go beyond a sinple device-by-device
managenent nodel, where each storage device is manually and
individually configured with its own list of known initiators and
targets. Using the i SNS, each storage device subordinates its

di scovery and nanagenent responsibilities to the i SNS server. The
i SNS server thereby serves as the consolidated configuration point

t hr ough whi ch managenment stations can configure and manage the entire
storage network, including both i SCSI and Fi bre Channel devi ces.

i SNS can be inplenented to support iSCSI and/or iFCP protocols as
needed; an i SNS i npl ementati on MAY provi de support for one or both of
these protocols as desired by the inplenentor. |nplenentation
requirenents within each of these protocols are further discussed in
Section 5. Use of iSNS is OPTIONAL for i SCSI and REQUI RED for i FCP
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2.1. iSNS Architectural Conponents
2.1.1. iSNS Protocol (i SNSP)

The i SNS Protocol (iSNSP) is a flexible and |ightwei ght protocol that
specifies how i SNS clients and servers conmunicate. It is suitable
for various platforns, including switches and targets as well as
server hosts.

2.1.2. iSNS dient

iSNS clients initiate transactions with i SNS servers using the i SNSP.
i SNS clients are processes that are co-resident in the storage
device, and that can register device attribute information, downl oad

i nformati on about other registered clients in a common Di scovery
Domain (DD), and receive asynchronous notification of events that
occur in their DD(s). Managenent stations are a special type of iSNS
client that have access to all DDs stored in the i SNS

2.1.3. i SNS Server

i SNS servers respond to i SNS protocol queries and requests, and
initiate i SNS protocol State Change Notifications. Properly

aut henticated information submtted by a registration request is
stored in an i SNS dat abase.

2.1.4. i SNS Dat abase
The i SNS dat abase is the information repository for the i SNS
server(s). It maintains information about i SNS client attributes. A
directory-enabl ed i nplementation of i SNS nmay store client attributes
in an LDAP directory infrastructure.

2.1.5. iScCsl

i SCSI (Internet SCSI) is an encapsul ation of SCSI for a new
generation of storage devices interconnected with TCP/IP [iSCSI].

2.1.6. iFCP
i FCP (Internet FCP) is a gateway-to-gateway protocol designed to
i nterconnect existing Fibre Channel and SCSI devices using TCP/IP

i FCP maps the existing FCP standard and associ ated Fi bre Channe
services to TCP/IP [i FCP].
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2.2. i SNS Functional Overview
There are four main functions of the i SNS
1) A Name Service Providing Storage Resource Di scovery
2) Discovery Domain (DD) and Login Control Service
3) State Change Notification Service
4) Open Mappi ng of Fibre Channel and i SCSI Devices
2.2.1. Name Registration Service

The i SNS provides a registration function to allow all entities in a
storage network to register and query the i SNS dat abase. Both
targets and initiators can register in the i SNS dat abase, as well as
query for information about other initiators and targets. This

all ows, for exanple, a client initiator to obtain information about
target devices fromthe i SNS server. This service is nodeled on the
Fi bre Channel Generic Services Nanme Server described in FC-GS-4, with
ext ensi ons, operating within the context of an |IP network.

The naning registration service also provides the ability to obtain a
net wor k- uni que Domain | D for i FCP gat eways when one is required.

2.2.2. Discovery Domain and Login Control Service

The Di scovery Domain (DD) Service facilitates the partitioning of

St orage Nodes into nore nmanageabl e groupings for adnministrative and
login control purposes. It allows the adm nistrator to lint the

| ogi n process of each host to the nore appropriate subset of targets
registered in the iSNS. This is particularly inportant for reducing
t he nunber of unnecessary logins (i SCSlI |ogins or Fibre Channel Port
Logins), and for limting the anbunt of tine that the host spends
initializing login relationships as the size of the storage network
scal es up. Storage Nodes nust be in at |east one common enabl ed DD
in order to obtain information about each other. Devices can be
nmenbers of nultiple DDs sinultaneously.

Login Control allows targets to del egate their access

control /authorization policies to the i SNS server. This is
consistent with the goal of centralizing nanagenent of those storage
devices using the i SNS server. The target node or device downl oads
the list of authorized initiators fromthe i SNS. Each node or device
is uniquely identified by an i SCSI Name or FC Port Nanme. Only
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initiators that match the required identification and authorization
provided by the i SNS will be allowed access by that target Node
during session establishnment.

Placing Portals of a Network Entity into Discovery Domains all ows
adm nistrators to indicate the preferred IP Portal interface through
whi ch storage traffic should access specific Storage Nodes of that
Network Entity. |If no Portals of a Network Entity have been pl aced
into a DD, then queries scoped to that DD SHALL report all Portals of
that Network Entity. |If one or nore Portals of a Network Entity have
been placed into a DD, then queries scoped to that DD SHALL report
only those Portals that have been explicitly placed in the DD

DDs can be nmanaged of fline through a separate nmanagenent workstation
using the i SNSP or SNMP. If the target opts to use the Login Contro
feature of the i SNS, the target del egates nanagenent of access
control policy (i.e., the list of initiators allowed to log in to
that target) to the nanagenent workstations that are nanagi ng the
configuration in the i SNS dat abase

If administratively authorized, a target can upload its own Login
Control list. This is acconplished using the DDReg nessage and
listing the i SCSI nane of each initiator to be registered in the
target’s DD

An i nmpl enentation MAY deci de that newy registered devices that have
not explicitly been placed into a DD by the nanagenent station wll
be placed into a "default DD' contained in a "default DDS' whose
initial DD Set Status value is "enabled". This makes themvisible to
other devices in the default DD. Oher inplenentations MAY deci de
that they are registered with no DD, naking theminaccessible to

sour ce-scoped i SNSP nessages

The i SNS server uses the Source Attribute of each i SNSP nessage to
determ ne the originator of the request and to scope the operation to
a set of Discovery Donains. |n addition, the Node Type (specified in
the i FCP or i SCSI Node Type bitmap field) may al so be used to
determi ne authorization for the specified i SNS operation. For
exanpl e, only Control Nodes are authorized to create or delete

di scovery donai ns.

Valid and active Discovery Domains (DDs) belong to at | east one
active Discovery Domain Set (DDS). Discovery Donains that do not
bel ong to an activated DDS are not enabled. The i SNS server MJST
mai ntain the state of DD nenbership for all Storage Nodes, even for
those that have been deregi stered. DD nenbership is persistent
regardl ess of whether a Storage Node is actively registered in the
i SNS dat abase.
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2.2.3. State Change Notification Service

The State Change Notification (SCN) service allows the i SNS Server to
i ssue notifications about network events that affect the operationa
state of Storage Nodes. The iSNS client may register for
notifications on behalf of its Storage Nodes for notification of
events detected by the i SNS Server. SCNs notify i SNS clients of
explicit or inplicit changes to the i SNS dat abase; they do not
necessarily indicate the state of connectivity to peer storage
devices in the network. The response of a storage device to receipt
of an SCN is inplementation-specific; the policy for responding to
SCNs is outside of the scope of this docunent.

There are two types of SCN registrations: regular registrations and
managenent regi strations. Managenent registrations result in
managenment SCNs, whereas regul ar registrations result in regular
SCNs. The type of registration and SCN nessage is indicated in the
SCN bitmap (see Sections 6.4.4 and 6.6.12).

A regular SCN registration indicates that the Di scovery Donain
Service SHALL be used to control the distribution of SCN nessages.
Recei pt of regular SCNs is linmted to the discovery domains in which
the SCN-triggering event takes place. Regular SCNs do not contain

i nformati on about di scovery domai ns.

A managenent SCN registration can only by requested by Control Nodes.
Managenment SCNs resulting from managenent registrations are not bound
by the Di scovery Domain service. Authorization to request nmanagenent
SCN regi strations may be adm nistratively controll ed.

The i SNS server SHOULD be i npl enmented with hardware and software
resources sufficient to support the expected nunber of i SNS clients.
However, if resources are unexpectedly exhausted, then the i SNS
server MAY refuse SCN service by returning an SCN Regi stration

Rej ected (Status Code 17). The rejection might occur in situations
where the network size or current nunber of SCN registrations has
passed an i npl enentation-specific threshold. A client not allowed to
register for SCNs may decide to nonitor its sessions with other
storage devices directly.

The specific notification nechanismby which the i SNS server |earns
of the events that trigger SCNs is inplenentation-specific, but can

i ncl ude exanpl es such as explicit notification nmessages froman i SNS
client to the i SNS server, or a hardware interrupt to a swtch-hosted
i SNS server as a result of link failure.
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2.2.4. (Qpen Mapping between Fi bre Channel and i SCSI Devices

The i SNS dat abase stores naning and di scovery informati on about both
Fi bre Channel and i SCSI devices. This allows the i SNS server to
store mappi ngs of a Fibre Channel device to a proxy i SCSI device
"image" in the IP network. Sinilarly, nmappings of an i SCSI device to
a "proxy WW' can be stored under the WAANN Token field for that i SCS
devi ce.

Furt hernmore, through use of i SCSI-FC gateways, Fibre Channel -aware
managenent stations can interact with the i SNS server to retrieve

i nformation about Fibre Channel devices, and use this information to
manage Fi bre Channel and i SCSI devices. This allows nanagenent
functions such as Discovery Donmains and State Change Notifications to
be applied seam essly to both i SCSI and Fi bre Channel devi ces,
facilitating integration of I P networks with Fi bre Channel devices
and fabrics.

Note that Fibre Channel attributes are stored as i FCP attributes, and
that the ability to store this information in the i SNS server is
useful even if the i FCP protocol is not inplenmented. In particular
tag 101 can be used to store a "Proxy i SCSI Nane" for Fibre Channel
devices registered in the i SNS server. This field is used to
associate the FC device with an i SCSI registration entry that is used
for the Fibre Channel device to conmunicate with i SCSI devices in the
| P network. Conversely, tag 37 (see Section 6.1) contains a WAWN
Token field, which can be used to store an FC Node Nane (WAN) val ue
used by i SCSI-FC gateways to represent an i SCSI device in the Fibre
Channel domai n.

By storing the mappi ng between Fi bre Channel and i SCSI devices in the
i SNS server, this infornmation becones open to any authorized i SNS
client wishing to retrieve and use this information. In many cases,
this provi des advant ages over storing the information internally

wi thin an i SCSI - FC gat eway, where the mapping is inaccessible to

ot her devices except by proprietary nechani sns.

2.3. i SNS Usage Mdel
The following is a high-level description of how each type of device
in a storage network can utilize i SNS. Each type of device interacts

with the i SNS server as an i SNS client and nust register itself in
the i SNS database in order to access services provided by the i SNS

Tseng, et al. St andards Track [ Page 11]



RFC 4171 Internet Storage Nanme Service (i SNS) Sept ember 2005

2.3.1. iSCSI Initiator

An i SCSI initiator will query the i SNS server to discover the
presence and | ocation of iSCSI target devices. It may al so request
state change notifications (SCNs) so that it can be notified of new
targets that appear on the network after the initial bootup and

di scovery. SCNs can also informthe iSCSI initiator of targets that
have been renoved fromor no | onger available in the storage network,
so that inconplete storage sessions can be gracefully terninated and
resources for non-existent targets can be reall ocated.

2.3.2. iSCSI Target

An i SCSI target allows itself to be discovered by i SCSI initiators by
registering its presence in the i SNS server. It may also register
for SCNs in order to detect the addition or removal of initiators for
resource allocation purposes. The iSCSI target device may al so
register for Entity Status Inquiry (ESI) nessages, which allow the

i SNS to nonitor the target device's availability in the storage
net wor k.

2.3.3. iSCSl-FC Gat enway

An i SCSI - FC gat eway bridges devices in a Fibre Channel network to an
i SCSI/IP network. It may use the i SNS server to store FC device
attributes discovered in the FC nane server, as well as mappings of
FC device identifiers to i SCSI device identifiers. iSNS has the
capability to store all attributes of both i SCSI and Fi bre Channe
devices; i SCSI devices are nanaged through direct interaction using
i SNS, while FC devices can be indirectly nanaged through i SNS
interactions with the i SCSI-FC gateway. This allows both i SCSI and

Fi bre Channel devices to be managed in a seanl ess nanagenent
f ranewor k.

2.3.4. iFCP Gateway

An i FCP gateway uses i SNS to enul ate the services provided by a Fibre
Channel name server for FC devices in its gateway region. i SNS

provi des basic discovery and zoning configuration information to be
enforced by the i FCP gateway. Wen queried, i SNS returns information
on the N Port network address used to establish i FCP sessions between
FC devi ces supported by i FCP gat eways.

2.3.5. Managenent Station
A managenent station uses i SNS to nonitor storage devices and to

enabl e or disabl e storage sessions by configuring discovery domains.
A managenent station usually interacts with the i SNS server as a
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Control Node endowed with access to all i SNS database records and
with special privileges to configure discovery domains. Through
mani pul ati on of di scovery donai ns, the nmanagenent station controls
the scope of device discovery for i SNS clients querying the i SNS
server.

2.4. Adnministratively Controlled i SNS Settings

Some inportant operational settings for the i SNS server are
configured using adm nistrative neans, such as a configuration file,
a console port, an SNWP, or another inplenmentation-specific nethod.
These administratively-controlled settings cannot be configured using
the i SNS Protocol, and therefore the i SNS server inplenmentati on MJST
provide for such an adm nistrative control interface.

The following is a list of parameters that are administratively
controlled for the i SNS server. 1In the absence of alternative
settings provided by the admi nistrator, the follow ng specified
default settings MJUST be used.

Setting Default Setting
ESI Non- Response Threshol d 3 (see 5.6.5.13)
Managenment SCNs (Control Nodes only) enabled (see 5.6.5.8)
Def aul t DD/ DDS di sabl ed
DD/ DDS Modi fication

- Control Node enabl ed

- 1 SCSI Target Node Type di sabl ed

- I SCSI Initiator Node Type di sabl ed

- I FCP Target Port Role di sabl ed

- iFCP Initiator Port Role di sabl ed
Aut hori zed Control Nodes N A

ESI Non- Response Threshol d: determ nes the nunber of ESI nessages
sent w thout receiving a response before the network
entity is deregistered fromthe i SNS dat abase

Management SCN for Control Node: determ nes whether a registered
Control Node is permitted to register to receive
Managenment SCNs.

Default DD/ DDS: deternines whether a newy regi stered device not
explicitly placed into a discovery domain (DD) and
di scovery donain set (DDS) is placed into a default
DD/ DDS

DD/ DDS Mbdi fication: determ nes whether the specified type of Node is
all owed to add, delete or update DDs and DDSs.
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Aut hori zed Control Nodes: a list of Nodes identified by i SCSI Nanme or
FC Port Name WAPN that are authorized to register as
Cont rol Nodes

2.5. i SNS Server Discovery
2.5.1. Service Location Protocol (SLP)

The Service Location Protocol (SLP) provides a flexible and scal abl e
framework for providing hosts with access to information about the
exi stence, location, and configuration of networked services,
including the i SNS server. SLP can be used by iSNS clients to

di scover the I P address or FQDN of the i SNS server. To inplenent

di scovery through SLP, a Service Agent (SA) should be cohosted in the
i SNS server, and a User Agent (UA) should be in each i SNS client.
Each client multicasts a discovery nmessage requesting the |IP address
of the i SNS server(s). The SA responds to this request. Optionally,
the | ocation of the i SNS server can be stored in the SLP Directory
Agent (DA).

Note that a conplete description and specification of SLP can be
found in [ RFC2608], and is beyond the scope of this docunent. A
service tenmplate for using SLP to |l ocate i SNS servers can be found in
[i SCSI-SLP].

2.5.2. Dynanic Host Configuration Protocol (DHCP)

The | P address of the i SNS server can be stored in a DHCP server to
be downl oaded by i SNS clients using a DHCP option. The DHCP option
nunber to be used for distributing the i SNS server |ocation is found
in [iSNSOption].

2.5.3. i SNS Heartbeat Message

The i SNS heartbeat nessage is described in Section 5.6.5.14. It
allows i SNS clients within the broadcast or nulticast domain of the
i SNS server to discover the |ocation of the active i SNS server and
any backup servers.

2.6. i SNS and Network Address Transl ation (NAT)

The existence of NAT will have an inpact upon information retrieved
fromthe i SNS server. |If the i SNS client exists in an addressing
domain different fromthat of the i SNS server, then | P address
information stored in the i SNS server may not be correct when
interpreted in the domain of the i SNS client.
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There are several possible approaches to all ow operation of i SNS
within a NAT network. The first approach is to require use of the
canoni cal TCP port nunber by both targets and initiators when
addressing targets across a NAT boundary, and for the i SNS client not
to query for nomnal |IP addresses. Rather, the i SNS client queries
for the DNS Fully Qualified Domain Nane stored in the Entity
Identifier field when seeking addressing information. Once
retrieved, the DNS name can be interpreted in each address donmai n and
mapped to the appropriate |IP address by | ocal DNS servers.

A second approach is to deploy a distributed network of i SNS servers.
Local i SNS servers are deployed inside and outside NAT boundari es,
with each local server storing relevant | P addresses for their
respective NAT domai ns. Updates anpong the network of decentralized,
| ocal iSNS servers are handl ed using LDAP and appropriate NAT
translation rules inplenmented within the update nmechani smin each
server.

Finally, note that it is possible for an i SNS server in the private
addr essi ng donai n behind a NAT boundary to exclusively support i SNS
clients that are operating in the global |IP addressing domain. |If
this is the case, the admi nistrator only needs to ensure that the
appropriate mappings are configured on the NAT gateways to allow the
iSNS clients to initiate i SNSP sessions to the i SNS server. Al

regi stered addresses contained in the i SNS server are thus public IP
addresses for use outside the NAT boundary. Care should be taken to
ensure that there are no i SNS clients querying the server frominside
t he NAT boundary.

2.7. Transfer of iSNS Database Records between i SNS Servers

Transfer of i SNS database records between i SNS servers has inportant
applications, including the follow ng:

1) An independent organization needs to transfer storage information
to a different organi zation. Each organization independently
mai ntains its own i SNS infrastructure. To facilitate discovery
of storage assets of the peer organization using IP, iSNS
dat abase records can be transferred between authoritative i SNS
servers from each organi zation. This allows storage sessions to
be established directly between devices residing in each
organi zation's storage network infrastructure over a comon |P
net wor k.

2) Miltiple i SNS servers are desired for redundancy. Backup servers

need to maintain copies of the primary server’s dynamcally
changi ng dat abase.
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To support the above applications, infornmation in an i SNS server can
be distributed to other i SNS servers either using the i SNS protocol
or through out-of-band nmechani sms usi ng non-i SNS protocols. The

foll owi ng exanples illustrate possible nmethods for transferring data
records between i SNS servers. 1In the first exanple, a back-end LDAP
i nformati on base is used to support the i SNS server, and the data is
transferred using the LDAP protocol. Once the record transfer of the
renote device is conpleted, it becones visible and accessible to

| ocal devices using the local iSNS server. This allows |ocal devices
to establish sessions with renote devices (provided that firewal
boundari es can be negoti ated).

. + . +
[ +------ + i SNSP | | i SNSP +----- +
|1dev A | <--mmo>heoo o + | +<----->| dev Q|
| +-e e * | | | | ARRREEE
| +------ + i SNSP | local | | | |remote|l iSNSP +----- +
|| dev B | <----- > iSNS | | | | iISNS |<----- >| dev Dj
| +------ + | server| | | |server| +-- - +
[ ... . e WAN | +--+-+
| .dev C. | | i nk | | |
[t | | |
| | | | | |
| +o-t- oo+ | | +om e -+ |
| | local|<--- <--- <--- <-|renvte|
| | LDAP | | LDAP: | | LDAP |
| R + Xfer "dev C'| +------ +
o + o +
Enterprise Enterprise
Net wor k A Net wor k B

In the above diagram two business partners wish to share storage
"dev C'. Using LDAP, the record for "dev C' can be transferred from
Network B to Network A. Once accessible to the local i SNS server in
Network A, local devices A and B can now di scover and connect to "dev
c'.
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S + S +
| +------ + i SNSP | | i SNSP +----- +
|| dev A | <----- St------ + | +------ <o - > dev C| |
| +------ + I || || I to---- + |
| +------ + i SNSP |l ocal | | | |renmote| iSNSP +----- +
||dev B | <----- > iSNS | | | | TSNS |<----- >| dev Dj
| +------ + | server| | | |server] +o---- +
[ ... . e + WAN | +---+--+
| .dev C. n | Li nk | | |
[ | % |
I I I I | SNVP I
I I I I I I
| oo | | v |
| | SNWP | <--- <o <ol - |
| | Mgmt | | SNWP: Xfer "dev C' |
| | Station| | | |
| oo + ] | |
o e e e e e e e e oo + o e e e e e e e e oo +

Enterprise Enterprise
Net wor k A Net wor k B
The above diagramillustrates a second exanple of how i SNS records

can be shared. This nmethod uses an SNMP- based managenent station to
retrieve (GET) the desired record for "dev C' nanually, and then to
store (SET) it on the local i SNS server directly. Once the record is
transferred to the local iSNS server in Network A "dev C' becones

vi si bl e and accessible (provided that firewall boundaries can be
negoti ated) to other devices in Network A

O her nethods, including proprietary protocols, can be used to
transfer device records between i SNS servers. Further discussion and
expl anation of these nethodol ogi es is beyond the scope of this
docunent .

.8. Backup i SNS Servers

This section offers a broad framework for inplenentation and

depl oynent of i SNS backup servers. Server failover and recovery are

topi cs of continuing research, and adequate resol ution of issues such
as split brain and prinmary server selection is dependent on the

specific inplenentation requirements and depl oynent needs. The
fail over nechani sns discussed in this docunent focus on the
interaction between i SNS clients and i SNS servers. Specifically,

what is covered in this document includes the follow ng:

- 1SNS client behavior and the i SNS protocol interaction between the
client and multiple i SNS servers, some of which are backup
servers.
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- Required fail over behaviors of the collection of iSNS servers that
i ncludes active and backup servers.

However, note that this document does not specify the conplete
functional failover requirenents of each i SNS server. In particular
it does not specify the conplete set of protocol interactions anong
the i SNS servers that are required to achieve stable fail over
operation in an interoperabl e nanner.

For the purposes of this discussion, the specified backup nechani sns
pertain to interaction anong different |ogical i SNS servers. Note
that it is possible to create nmultiple physical iSNS servers to form
a single logical iSNS server cluster, and thus to distribute i SNS
transacti on processing anong nultiple physical servers. However, a
nore detail ed discussion of the interactions between physical servers
within a logical iSNS server cluster is beyond the scope of this
docunent .

Multiple logical iSNS servers can be used to provide redundancy in
the event that the active i SNS server fails or is renoved fromthe
network. The met hods described in Section 2.7 above can be used to
transfer nane server records to backup i SNS servers. Each backup
server maintains a redundant copy of the nane server database found
in the prinmary i SNS server, and can respond to i SNS protocol nessages
in the same way as the active server. Each backup server SHOULD
nonitor the health and status of the active i SNS server, including
checking to nake sure its own database is synchronized with the
active server’s database. How each backup server acconplishes this
i s inplementation-dependent, and nmay (or may not) include using the
i SNS protocol. |If the i SNS protocol is used, then the backup server
MAY register itself in the active server’s i SNS dat abase as a Contro
Node, allowing it to receive state-change notifications.

Ceneral ly, the adnministrator or sonme automated el ection process is
responsible for initial and subsequent designation of the primary
server and each backup server.

A maxi nrum of one | ogi cal backup i SNS server SHALL exi st at any
i ndi vidual |IP address, in order to avoid conflicts frommultiple
servers listening on the sane canonical i SNS TCP or UDP port number.

The i SNS heartbeat can also be used to coordi nate the designation and
sel ection of primary and backup i SNS servers.

Each backup server MJST note its relative precedence in the active
server’s list of backup servers. |If its precedence is not already
known, each backup server MAY learn it fromthe i SNS heart beat
message, by noting the position of its IP address in the ordered |ist
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of backup server | P addresses. For exanple, if it is the first
backup listed in the heartbeat nessage, then its backup precedence is
1. If it is the third backup server listed, then its backup
precedence is 3.

If a backup server establishes that it has |ost connectivity to the
active server and ot her backup servers of higher precedence, then it
SHOULD assune that it is the active server. The nethod of

det ermi ni ng whet her connectivity has been lost is inplenentation-
specific. One possible approach is to assune that if the backup
server does not receive i SNS heartbeat nessages for a period of tineg,
then connectivity to the active server has been lost. Alternatively,
t he backup server may establish TCP connections to the active server
and ot her backup servers, with | oss of connectivity determ ned

t hrough non-response to periodic echo or polling nessages (using

i SNSP, SNWP, or other protocols).

When a backup server becones the active server, it SHALL assune al
active server responsibilities, including (if used) transni ssion of
the i SNS heartbeat nessage. |If transmitting the i SNS heartbeat, the
backup server replaces the active Server | P Address and TCP/ UDP Port
entries with its owmn |P address and TCP/UDP Port, and begins
increnmenting the counter field fromthe |ast known value fromthe
previously-active i SNS server. However, it MJST NOT change the
original ordered list of backup server I P Address and TCP/ UDP Port
entries. |If the primary backup server or other higher-precedence
backup server returns, then the existing active server is responsible
for ensuring that the new active server’s database is up-to-date
before dempting itself to its original status as backup

Since the primary and backup i SNS servers nmintain a coordi nated

dat abase, no re-registration by an iSNS Cient is required when a
backup server takes the active server role. Likewise, no re-
registration by an iSNS Cient is required when the previous primary
server returns to the active server role.

2.9. Transport Protocols
The i SNS Protocol is transport-neutral. Query and registration
nmessages are transported over TCP or UDP. i SNS heartbeat nessages
are transported using IP nulticast or broadcast.

2.9.1. Use of TCP for i SNS Conmuni cation
It MJUST be possible to use TCP for i SNS conmmuni cati on. The i SNS
server MJST accept TCP connections for client registrations. To

receive Entity Status Inquiry (ESI) (see Section 5.6.5.13) nonitoring
the use of TCP, the client registers the Portal ESI Interval and the
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port nunber of the TCP port that will be used to receive ESI
messages. The i SNS server initiates the TCP connection used to
deliver the ESI nmessage. This TCP connection does not need to be
conti nuously open.

To receive SCN notifications using TCP, the client registers the

i SCSI or i FCP SCN Bitmap and the port nunmber of the TCP port in the
Portal used to receive SCNs. The i SNS server initiates the TCP
connection used to deliver the SCN nessage. This TCP connection does
not need to be continuously open

It is possible for an iSNS client to use the sane TCP connection for
SCN, ESI, and i SNS queries. Alternatively, separate connections nay
be used.

2.9.2. Use of UDP for iSNS Communi cati on

The i SNS server MAY accept UDP nessages for client registrations.
The i SNS server MJST accept registrations fromclients requesting
UDP- based ESI and SCN nessages.

To recei ve UDP-based ESI nonitoring nessages, the client registers
the port nunber of the UDP port in at |east one Portal to be used to
receive and respond to ESI nessages fromthe i SNS server. [If a
Network Entity has multiple Portals with regi stered ESI UDP Ports,
then ESI nmessages SHALL be delivered to every Portal registered to
recei ve such nessages

To receive UDP-based SCN notification nmessages, the client registers
the port nunber of the UDP port in at |east one Portal to be used to
recei ve SCN nessages fromthe i SNS server. |If a Network Entity has
multiple Portals with regi stered SCN UDP Ports, then SCN nessages
SHALL be delivered to each Portal registered to receive such
nessages.

When using UDP to transport i SNS nessages, each UDP dat agram MJST
contain exactly one i SNS PDU (see Section 5).

2.9.3. iSNS Milticast and Broadcast Messages

i SNS nul ticast nessages are transported using IP nulticast or
broadcast. The i SNS heartbeat is the only i SNS nulticast or
broadcast nessage. This nessage is originated by the i SNS server and
sent to all iSNS clients that are listening on the IP nulticast
address allocated for the i SNS heart beat.
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2.10. Sinple Network Managenent Protocol (SNVP) Requirenents

The i SNS Server may be managed via the i SNS M B [i SNSM B] using an
SNWP managenent framework [RFC3411]. For a detailed overview of the
docunents that describe the current Internet-Standard Managenent
Framewor k, please refer to Section 7 of RFC 3410 [ RFC3410]. The i SNS
M B provides the ability to configure and nonitor an i SNS server

wi t hout using the i SNS protocol directly. SNWP nanagenent franmeworks
have several requirenents for object indexing in order for objects to
be accessed or added.

SNWP uses an (bject ldentifier (OD) for object identification. The
size of each ODis restricted to a maxi mum of 128 sub-identifiers
Both the i SCSI and i FCP protocol contain identifiers, such as the

i SCSI Nanme, that are greater the 128 characters in length. Using
such identifiers as an index would result in nmore than 128 sub-
identifiers per OD. In order to support objects that have key
identifiers whose maximumlength is |onger than the maxi mum SNWVP-
supported | ength, the i SNS server provides secondary non-zero integer
index identifiers. These indexes SHALL be persistent for as long as
the server is active. Furthernore, index values for recently

deregi stered objects SHOULD NOT be reused in the short term (bject
attributes, including indexes, are described in detail in Section 6.

For SNMP based managenent applications to create a new entry in a
tabl e of objects, a valid OD nust be available to specify the table
row. The i SNS server supports this by providing, for each type of
obj ect that can be added via SNMP, an object attribute that returns
the next avail able non-zero integer index. This allows an SNW
client to request an O D to be used for registering a new object in
the server. (Object attributes, including next avail abl e index
attributes, are described in detail in Section 6.

3. i SNS (bj ect Mbodel

i SNS provides the framework for the registration, discovery, and
managenent of i SCSI devices and Fi bre Channel - based devi ces (using

i FCP). This architecture framework provides el enments needed to
descri be various storage device objects and attributes that may exi st
on an I P storage network. Objects defined in this architecture
framework include Network Entity, Portal, Storage Node, FC Devi ce,

Di scovery Domai n, and Di scovery Donain Set. Each of these objects is
described in greater detail in the followi ng sections.
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3.1. Network Entity Object

The Network Entity object is a container of Storage Node objects and
Portal objects. It represents the infrastructure supporting access
to a unique set of one or nore Storage Nodes. The Entity Identifier
attribute uniquely distinguishes a Network Entity, and is the key
used to register a Network Entity object in an i SNS server. Al

St orage Nodes and Portals contained within a single Network Entity
obj ect operate as a cohesive unit.

Note that it is possible for a single physical device or gateway to
be represented by nore than one | ogical Network Entity in the i SNS
dat abase. For exanple, one of the Storage Nodes on a physical device
may be accessible fromonly a subset of the network interfaces (i.e.
Portal s) available on that device. |In this case, a |ogical network
entity (i.e., a "shadow entity") is created and used to contain the
Portal s and Storage Nodes that can operate cooperatively. No object
(Portals, Storage Nodes, etc.) can be contained in nore than one

| ogi cal Network Entity.

Simlarly, it is possible for a logical Network Entity to be
supported by nore than one physical device or gateway. For exanple,
mul tiple FCi SCSI gateways may be used to bridge FC devices in a
single Fibre Channel network. Collectively, the nultiple gateways
can be used to support a single logical Network Entity that is used
to contain all the devices in that Fibre Channel network.

3.2. Portal nject

The Portal object is an interface through which access to Storage
Nodes within the Network Entity can be obtained. The |IP address and
TCP/ UDP Port nunber attributes uniquely distinguish a Portal object,
and conbined are the key used to register a Portal object in an i SNS
server. A Portal is contained in one and only one Network Entity,
and may be contained in one or nore DDs (see Section 3.6).

3.3. Storage Node bject

The Storage Node object is the |ogical endpoint of an i SCSI or i FCP
session. In i FCP, the session endpoint is represented by the Wrld
Wde Port Name (WAPN). In i SCSI, the session endpoint is represented
by the i SCSI Nane of the device. For iSCSlI, the i SCSI Nane attribute
uni quel y distingui shes a Storage Node, and is the key used to

regi ster a Storage Node object in an i SNS Server. For i FCP, the FC
Port Name (WAPN) attribute uniquely distinguishes a Storage Node, and
is the key used to register a Storage Node object in the i SNS Server.
Storage Node is contained in only one Network Entity object and may
be contained in one or nore DDs (see Section 3.6).
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3.4. Portal Goup Object

The Portal G oup (PG object represents an associati on between a
Portal and an i SCSI Node. Each Portal and i SCSI Storage Node
registered in an Entity can be associated using a Portal Goup (PG
object. The PG Tag (PGT), if non-NULL, indicates that the associated
Portal provides access to the associated i SCSI Storage Node in the
Entity. Al Portals that have the sane PGT value for a specific

i SCSI Storage Node all ow coordi nated access to that node

A PG obj ect MAY be registered when a Portal or iSCSI Storage Node is
regi stered. Each Portal to i SCSI Node association is represented by
one and only one PG object. In order for a Portal to provide access
to an i SCSI Node, the PGI of the PG object MJST be non-NULL. |f the
PGT val ue registered for a specified Portal and i SCSI Node is NULL,
or if no PGI value is registered, then the Portal does not provide
access to that i SCSI Node in the Entity.

The PGT val ue indicates whether access to an i SCSI Node can be

coordi nated across nmultiple Portals. Al Portals that have the sane
PGT value for a specific i SCSI Node can provide coordi nated access to
that i SCSI Node. According to the i SCSI Specification, coordinated
access to an i SCSI node indicates the capability of coordinating an

i SCSI session with connections that span these Portals [iSCSI].

The PG object is uniquely distinguished by the i SCSI Nanme, Portal |IP
Address, and Portal TCP Port values of the associated Storage Node
and Portal objects. These are represented in the i SNS Server by the
PG i SCSI Name, PG Portal |P Address, and PG Portal TCP/ UDP Port
attributes, respectively. The PG object is also uniquely

di stinguished in the i SNS Server by the PG I ndex val ue.

A new PG object can only be registered by referencing its associ ated

i SCSI Storage Node or Portal object. A pre-existing PG object can be
nmodi fied or queried by using its Portal Goup Index as message key,

or by referencing its associated i SCSI Storage Node or Portal object.
A O-length Tag, Length, Value TLV is used to register a PGI NULL

val ue.

The PG object is deregistered if and only if its associated i SCS
Node and Portal objects are both renpved.
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3.5. Device nject

The FC Device represents the Fi bre Channel Node. This object
contains information that may be useful in the managenent of the
Fi bre Channel device. The FC Node Nanme (WANN) attribute uniquely
di stingui shes an FC Device, and is the key used to register an FC
Devi ce object in the i SNS Server.

The FC Device is contained in one or nore Storage Node objects.

3.6. Discovery Domai n bject

Di scovery Donmmins (DD) are a security and nanagenent mechani sm used
to admini ster access and connectivity to storage devices. For query
and registration purposes, they are considered containers for Storage
Node and Portal objects. A query by an iSNS client that is not from
a Control Node only returns information about objects with which it
shares at | east one active DD. The only exception to this rule is
with Portals; if Storage Nodes of a Network Entity are registered in
the DD wi thout Portals, then all Portals of that Network Entity are
implicit menbers of that DD. The Discovery Domain | D (DD_I D)
attribute uniquely distinguishes a D scovery Dormain object, and is
the key used to register a Discovery Dormain object in the i SNS
Server.

A DD is considered active if it is a nenber of at |east one active DD
Set. DDs that are not nmenbers of at |east one enabled DDS are

consi dered disabled. A Storage Node can be a nenber of one or nore
DDs. An enabl ed DD establishes connectivity anong the Storage Nodes
in that DD

3.7. Discovery Donmain Set Object

The Discovery Domain Set (DDS) is a container object for Discovery
Domai ns (DDs). DDSs may contain one or nore DDs. Similarly, each DD
can be a menber of one or nore DDSs. DDSs are a mechanismto store
coordi nated sets of DD mappings in the i SNS server. Active DDs are
menbers of at |least one active DD Set. Miltiple DDSs may be

consi dered active at the same tinme. The Discovery Domain Set |ID
(DDS_ID) attribute uniquely distinguishes a D scovery Domain Set
object, and is the key used to register a Discovery Domain Set object
in the i SNS Server.

3.8. Database Mdel
As presented to the i SNS client, each object of a specific type in

the i SNS dat abase MJUST have an inplicit internal |inear ordering
based on the key(s) for that object type. This ordering provides the
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ability to respond to DevGet Next queries (see Section 5.6.5.3). The
ordering of objects in the i SNS database SHOULD NOT be changed with
respect to that inplied ordering, as a consequence of object
insertions and deletions. That is, the relative order of surviving
object entries in the i SNS dat abase SHOULD be preserved so that the
DevGet Next nessage encounters general ly reasonabl e behavi or

The foll owi ng di agram shows the various objects described above and
their relationship to each other

oo + e +
| NETWORK |1 *| |
| ENTITY  |----] PORTAL |
| | | |
oo + e +
| 1 |1 |*
| | |
| [ *
| Hooo--o +
| | PORTAL | |
| | GROWP | |
| LR +
| | * |
| | |
[ |1 | *
oo + oo + Fome e + oo +
| FC |1 *| STORAGE  |* *| DISCOVERY |* *| DI SCOVERY |
| DEVICE |----] NODE |----] DOVAIN |----|] DOMAIN |
| | | | | | | SET |
e mee oo + o e e + e mee oo + e mee oo +

* represents 0 to many possible rel ationships
4. i SNS I npl enentati on Requirenments

This section details specific requirenents for support of each of
these I P storage protocols. |Inplenentation requirenents for security
are described in Section 7.

4.1. i SCSI Requirenents

Use of iSNS in support of iSCSI is OPTIONAL. i SCSI devices MAY be
manual |y configured with the i SCSI Nane and | P address of peer
devices, without the aid or intervention of iSNS. iSCSlI devices may
al so use SLP [ RFC2608] to discover peer iSCSlI devices. However, iSNS
is useful for scaling a storage network to a |l arger nunber of i SCS
devi ces.
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4.1.1. Required Attributes for Support of i SCSl

The following attributes are available to support iSCSI. Attributes
indicated in the REQU RED for Server columm MJST be inpl enented by an
i SNS server used to support iSCSI. Attributes indicated in the

REQUI RED for dient columm MJST be inplenented by an i SCSI device
that elects to use the i SNS. Attributes indicated in the K (Key)
columm uniquely identify the object type in the i SNS Server. A nore
detail ed description of each attribute is found in Section 6.

REQUI RED f or :
bj ect Attribute K Server dient

NETWORK ENTI TY Entity ldentifier * *
Entity Protocol *
Managenent | P Address *
Ti mest anp *
Pr ot ocol Version Range *
Regi stration Period *
Entity | ndex *
Entity | KE Phase-1 Proposal
Entity Certificate

PORTAL | P Address
TCP/ UDP Port
Portal Synbolic Nane
ESI Interval
ESI Port
Portal | ndex
SCN Port
Portal Security Bitmap
Portal |KE Phase-1 Proposal
Portal |KE Phase-2 Proposal
Portal Certificate

L .

PORTAL GROUP PG i SCSI Nane
PG | P Address
PG TCP/ UDP Port
PG Tag
PG | ndex

* % F F F
* Ok F  F
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STORACGE NCDE

DI SCOVERY DOVAI N

DI SCOVERY DOVAI N
SET

Al i SCSl

Internet Storage Nanme Service (i SNS)

i SCSI
i SCSI
Alias
i SCSI SCN Bitmap

i SCSI Node | ndex

WANN Token

i SCSI Aut hMet hod

i SCSI Node Certificate

Nanme *
Node Type

DD ID *
Synbol i ¢ Nane
Menber i SCSI
Menber i SCSI

DD
DD Node | ndex
DD
DD Menber Port al
DD
DD
DD

Nanme

| ndex

| P Addr
TCP/ UDP

Menber Port al
Menmber Port al
Feat ur es

to i npl enent and use.

Tseng, et al.
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*

user-specified and vendor-specified attributes

are OPTI ONAL

[ Page 27]



RFC 4171 Internet Storage Nanme Service (i SNS) Sept ember 2005

4.1.2. Exanples: iSCSI Object Mdel Diagrans

The foll owi ng di agram nodel s how a sinple i SCSI-based initiator and
target is represented using database objects stored in the i SNS
server. In this inplenentation, each target and initiator is
attached to a single Portal.

R e L +
| | P Networ k
Fomm e e e o - o m e e e e e e e e e e e e e am o Fomm e e e o - +
I I
I I
+om- - ommo - ommo - +om- - + +om- - ommo - ommo - +om- - +
| PORTAL | | PORTAL
| -IP Addr 1 | | -IP Addr 2
| -TCP Port 1 | | -TCP Port 2
L + ----- + L + ----- +
|| ||
+om- - + 4o + +om- - + 4o +
| PORTAL GROUP| | PORTAL GROUP
| -Prtl Tag 1 | | -Prtl Tag 2
F--- - + 4----- + F--- - + 4----- +
|| ||
Fom e oo - + - mm - + F - + - mm - +
STORAGE NODE STORAGE NODE
-i SCSI Nane -i SCSI Nane

-Type: initiator

| |
| |
| |
| -Alias: "disk1"
| - Type: target

| |

I
I
I
| -Alias: "serverl
I
I

NETWORK ENTI TY
-Entity I D (FQDN):
"strgl. exanpl e. cont
-Protocol: iSCS

NETWORK ENTI TY
-Entity 1D (FQDN):
"strg2. exanpl e. net”
-Protocol: iSCS

The obj ect npdel can be expanded to describe nore conpl ex devices,
such as an i SCSI device with nore than one storage controller, in
whi ch each controller is accessible through any of nultiple Porta
interfaces, possibly using multiple Portal Goups. The storage
controllers on this device can be accessed through alternate Porta
interfaces if any original interface should fail. The follow ng
di agram descri bes such a device
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e L e T I +
| P Networ k
R LR R R T T +
I I
I I
B S Hom - - Hom - - Fomm e e o Hom - - Hom - - B S +
| PORTAL 1 | | PORTAL 2 |
| -IP Addr 1 | | -IP Addr 2 |
| -TCP Port 1 | | -TCP Port 2 |
F--- - + 4----- + F--- - + 4----- +
|| ||
S B [ R Sy +
Fommmm o R S L I S LT L SR +
|| || ||
Hommmn - I L S LR S L S + oA +

-Alias: "disk1"
-Type: target

-Alias: "disk2" -Alias: "disk3"

| |
| ( |
| -iSCSI Name 1

| |
| | -Type: target -Type: target
| |

| | | |
| || |
| -iSCSI Name 2 | | -iSCSI Narme 3

| || |
| | | |
| || |

NETWORK ENTI TY
-Entity ID (FQDN): "devl. exanpl e.cont
-Protocol: iSCS

Portal G oup Object Table
St or age- Node Portal Portal - G oup-Tag

+
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
:
+
+
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
:
+
+
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
:
+

1 1 10
1 2 NULL (no access permtted)
2 1 20
2 2 20
3 1 30
3 2 10
o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eee e +

Storage Node 1 is accessible via Portal 1 with a PGTI of 10. It does
not have a Portal G oup Tag (PGI) assigned for Portal 2, so Storage
Node 1 cannot be accessed via Portal 2.

St orage Node 2 can be accessed via both Portal 1 and Portal 2. Since
St orage Node 2 has the sane PGT val ue assigned to both Portal 1 and
Portal 2, in this case 20, coordinated access via the Portals is
avail able [iSCSI].
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St orage Node 3 can be accessed via Portal 1 or Portal 2. However,
since Storage Node 3 has different PGI val ues assigned to each
Portal, in this case 10 and 30, access is not coordinated [i SCSI].
Because PGIs are assigned within the context of a Storage Node, the
PGT val ue of 10 used for Storage Node 1 and Storage Node 3 are not
interrel ated.

4.1.3. Required Conmands and Response Messages for Support of i SCSI

The follow ng i SNSP nmessages and responses are available in support
of 1SCSI. Messages indicated in the REQU RED for Server colum MJST
be inplenmented in i SNS servers used for iSCSI devices. Mssages
indicated in the REQU RED for Cient colunm MJST be inplenented in

i SCSI devices that elect to use the i SNS server.

REQUI RED f or:
Message Description Abbreviation Func_ID Server ddient
RESERVED 0x0000
Device Attr Reg Request DevAttrReg 0x0001 *
Dev Attr Query Request DevAttrQy 0x0002 *
Dev Get Next Request DevCGet Next 0x0003 *
Der egi ster Dev Request DevDer eg 0x0004 * *
SCN Regi st er Request SCNReg 0x0005 *
SCN Der egi st er Request SCNDer eg 0x0006 *
SCN Event SCNEvent 0x0007 *
State Change Notification SCN 0x0008 *
DD Regi ster DDReg 0x0009 * *
DD Der egi ster DDDer eg 0x000A * *
DDS Regi ster DDSReg 0x000B * *
DDS Der egi st er DDSDer eg 0x000C * *
Entity Status Inquiry ESI 0x000D *
Name Service Heart beat Hear t beat 0x000E
RESERVED 0x000F- Ox00FF
Vendor Specific 0x0100- Ox01FF
RESERVED 0x0200- Ox7FFF

The following are i SNSP response nessages used in support of iSCSl:

REQUI RED f or:
Response Message Desc Abbreviation Func_ID Server dient
RESERVED 0x8000
Device Attr Register Rsp DevAttrRegRsp 0x8001 *
Device Attr Query Rsp DevAttr Qr yRsp 0x8002 *
Devi ce Get Next Rsp DevCet Next Rsp 0x8003 *
Devi ce Dereg Rsp DevDer egRsp 0x8004 * *
SCN Regi ster Rsp SCNRegRsp 0x8005 *
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SCN Der egi ster Rsp SCNDer egRsp 0x8006 *
SCN Event Rsp SCNEvent Rsp 0x8007 *
SCN Response SCNRsp 0x8008 *
DD Regi ster Rsp DDRegRsp 0x8009 * *
DD Deregi ster Rsp DDDer egRsp Ox800A * *
DDS Regi ster Rsp DDSRegRsp 0x800B * *
DDS Deregi ster Rsp DDSDer egRsp 0x800C * *
Entity Stat Inquiry Rsp ESI Rsp 0x800D *
RESERVED 0x800E- Ox80FF
Vendor Specific 0x8100- Ox81FF
RESERVED 0x8200- OxFFFF

4.2. i FCP Requirenents

In i FCP, use of iSNS is REQURED. No alternatives exist for support
of 1 FCP Nami ng & Di scovery functions.

4.2.1. Required Attributes for Support of iFCP

The following table displays attributes that are used by i SNS to
support i FCP. Attributes indicated in the REQU RED for Server columm
MUST be inpl enented by the i SNS server that supports i FCP.

Attributes indicated in the REQU RED for Cient colum MJST be
supported by i FCP gateways. Attributes indicated in the K (Key)
columm uniquely identify the object type in the i SNS Server. A nore
detail ed description of each attribute is found in Section 6.

REQUI RED f or:
hj ect Attribute K Server dient

NETWORK ENTI TY Entity ldentifier * *
Entity Protocol *
Management | P Address *
Ti mest anp *
Prot ocol Version Range *
Regi stration period
Entity | ndex
Entity | KE Phase-1 Proposal
Entity Certificate

PORTAL | P Address
TCP/ UDP Port
Synbol i ¢ Name
ESI | nterval
ESI Port
SCN Port
Portal |KE Phase-1 Proposal
Portal | KE Phase-2 Proposal

* % ok F F F
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Portal Certificate
Security Bitmap *

STORAGE NODE FC Port Nanme (WAPN) *
(FC Port) Port _ID

FC Port Type

Port Synbolic Nane

Fabric Port Nanme (FWWN)

Hard Address

Port | P Address

Cl ass of Service

FC FC-4 Types

FC FC-4 Descriptors

FC FC-4 Features

SCN Bi t map

i FCP Port Role

Per manent Port Nane

LR R S . T I R

FC DEVI CE FC Node Nane (WANN) *
(FC Node) Node Synbolic Nane

Node | P Address

Node | PA

Proxy i SCSI Name

* F * *

DI SCOVERY DOMAI N DD I D *
DD Synbol i c Nane
DD Menber FC Port Name
DD Menber Portal | ndex
DD Menber Portal | P Addr
DD Menber Portal TCP/ UDP

* Ok Ok F F 3k

DI SCOVERY DOMAI N DDS I D *
SET DDS Synbol i ¢ Name
DDS St at us

*

OTHER Swi tch Nane
Preferred ID
Assigned_I D
Virtual _Fabric_ID

Al'l i FCP user-specified and vendor-specified attributes are OPTI ONAL
to i npl enent and use.

4.2.2. Exanple: i FCP Object Mdel Diagram
The i FCP protocol allows native Fibre Channel devices or Fibre

Channel fabrics connected to an i FCP gateway to be directly
i nternetworked using IP.
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When supporting
attri butes,
attributes that

The follow ng di

nmul ti pl e Fi bre Channel

represent |P int

access any of the three Storage Node objects behind it.
the FC Devi ce object

However,
Node obj ects.

o e e e e e e e e e - -
|
E R R
|
B Fom oo
| | PORTAL
| | -IP Addr 1
| | -TCP Port 1
| +----- + oo
| ||
| +----- + +-----
| +----- + -----
| ||
| +----- + oo -
| | STORAGE NODE
| | -WAPN 1
| | -Port ID1
| | -FWW 1
| | -FC CCs
| +------ S
F [------
|
Fom oo Fom oo
| FC DEVICE
| -WAN 1
|
e e e e e e e e -
Tseng, et al.

i FCP gateway attributes,
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the i SNS server stores Fi bre Channel device
and Fi bre Channel fabric switch
nm ght al so be stored in an FC name server.

i FCP,

agram shows a representation of a gateway supporting
devices behind it. The two Portal objects
erfaces on the i FCP gateway that can be used to
Not e t hat
is not contained in the Network Entity object.

each FC Device has a relationship to one or nore Storage

_________________________________________ +
| P Net wor k
----------- o mmm e e e e eeeee e aaa et
R L ------ oo +
| | PORTAL | NETWORK ENTI TY
| | -IP Addr 2 | -Entity ID (FQDN): |
| | -TCP Port 2 | "gtwyl.exanple.cont
+ - + 4= + -Protocol: iFCP |
|| |
---------- S |
---------- B S T e
|| || |
+ Fommet Fomaaas R T SR S + |
| | STORAGE NODE | | STORAGE NODE |
| | -WAPN 2 | | -WAPN 3 | |
| | -Port ID2 | | -Port ID3 | |
| | -FWAWN 2 | | -FWW 3 | |
| | -FC COs | | -FC CCs | |
+ S e S e + - fmmemmaaa + |
------------- I e L
| |
+ Fom e oo +---+
| | FC DEVI CE
| | - WANN 2 |
. SR .
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4.2.3.

Requi red Conmands and Response Messages for Support of

Internet Storage Nanme Service (i SNS)
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i FCP

The i SNSP nessages and responses di splayed in the follow ng tables
Messages indicated in the
REQUI RED TO | MPLEMENT col um MUST be supported by the i SNS server

are avail able to support

used by i FCP gat eways.

Message Description

RESERVED

Devi

Devi
SCN
SCN
SCN

State Change Notification

ce Attr Reg Request
Device Attr Query Request
Devi ce Get Next Request

ce Dereg Request
Regi ster Request

Der egi st er Request

Event

DD Regi ster
DD Der egi ster

DDS
DDS
Ent i

Nane Service Heart beat

Regi ster
Der egi st er
ty Status Inquiry

Reserved
Request FC DOVAI N_|I D
Rel ease FC DOVAI N I D

Get FC_DOMAI N_I Ds
RESERVED

Vendor Specific
RESERVED

The following are i SNSP response nessages in support of

Response Message Desc

RESERVED

Device Attr Reg Rsp
Device Attr Query Rsp
Devi ce Get Next Rsp

Devi ce Deregister
SCN Regi ster Rsp
SCN Deregi ster Rsp
SCN Event Rsp

SCN Rsp

Tseng, et al.

i FCP gat eways.

Abbr evi ati on

DevAttrReg
DevAttrQy
DevGet Next
DevDer eg
SCNReg
SCNDer eg
SCNEvent
SCN

DDReg
DDDer eg
DDSReg
DDSDer eg
ESI

Hear t beat
Reserved
Rgst Doml d
Rl seDoml d
Get Dom d

Abbr evi ati on

DevAt t r RegRsp
DevAttr QryRsp
DevCet Next Rsp
DevDer egRsp

SCNRegRsp

SCNDer egRsp
SCNEvent Rsp

SCNRsp

St andards Track

Messages indicated in the REQU RED TO USE
col unmm MUST be supported by the i FCP gat eways t hensel ves.

REQUI RED f or:

Func I D
0x0000
0x0001
0x0002
0x0003
0x0004
0x0005
0x0006
0x0007
0x0008
0x0009
0x000A
0x000B
0x000C
0x000D
0x000E
0x000F- 0x0010
0x0011

0x0012

0x0013
0x0014- Ox00FF
0x0100- OX01FF
0x0200- OX7FFF

Server

L S T T T R R

Cient

* Ok 3k *

i FCP:

REQUI RED f or:

Func_I D
0x8000
0x8001
0x8002
0x8003
0x8004
0x8005
0x8006
0x8007
0x8008

Server

L T

Cient

[ Page 34]



RFC 4171 Internet Storage Nanme Service (i SNS) Sept ember 2005

DD Regi ster Rsp DDRegRsp 0x8009 * *
DD Deregi ster Rsp DDDer egRsp 0x800A * *
DDS Regi ster Rsp DDSRegRsp 0x800B * *
DDS Deregi ster Rsp DDSDer egRsp 0x800C * *
Entity Status Inquiry Rsp ESIRsp 0x800D *

NOT USED 0x800E

RESERVED 0x800F- 0x8010

Request FC DOVAIN ID Rsp RgstDom dRsp 0x8011

Rel ease FC_DOVMAIN ID Rsp R seDom dRsp 0x8012

Get FC_DOVAI N_I Ds Get Doml dRsp  0x0013

RESERVED 0x8014- Ox80FF

Vendor Specific 0x8100- Ox81FF
RESERVED 0x8200- OxFFFF

5. i SNSP Message For nmat

The i SNSP nessage format is simlar to the format of other conmon
protocol s such as DHCP, DNS and BOOTP. An i SNSP nessage nay be sent
in one or nore i SNS Protocol Data Units (PDU). Each PDU is 4-byte
aligned. The follow ng describes the format of the i SNSP PDU.

Byt e VBh LSb
Ofset O 15 16 31
e o e e e oo oo o - +

0 | i SNSP VERSI ON | FUNCTI ON | D | 4 Bytes
T o e e e e eeeaeaaas +

4 | PDU LENGTH | FLAGS | 4 Bytes
i o +

8 | TRANSACTI ON | D | SEQUENCE | D | 4 Bytes
e o e e e oo oo o - +
12 | |

| PDU PAYLOAD | N Bytes
S SR .

12+N | AUTHENTI CATI ON BLOCK (Mul ticast/Broadcast) | L Bytes
oot oo e e e e e e oo o +

Total Length = 12 + N+ L
5.1. i SNSP PDU Header
The i SNSP PDU header contains the i SNSP VERSI ON, FUNCTION | D, PDU

LENGTH, FLAGS, TRANSACTION ID, and SEQUENCE ID fields as defined
bel ow.
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5.1.1. i SNSP Version

The i SNSP version described in this docunent is 0x0001. All other
val ues are RESERVED. The i SNS server MAY reject nmessages for i SNSP
version nunbers that it does not support.

5.1.2. iSNSP Function ID

The FUNCTION I D defines the type of i SNS nessage and the operation to
be executed. FUNCTION ID values with the leading bit cleared

i ndi cate query, registration, and notification nmessages, whereas
FUNCTION I D values with the leading bit set indicate response
nessages.

See Section 4 under the appropriate protocol (i.e., iSCSI or iFCP)
for a mapping of the FUNCTION_ID value to the i SNSP Command or
Response nmessage. All PDUs conprising an i SNSP nmessage nust have the
sanme FUNCTI ON_I D val ue.

5.1.3. i SNSP PDU Length

The i SNS PDU Length specifies the length of the PDU PAYLOAD field in
bytes. The PDU Payl oad contains TLV attributes for the operation

Addi tionally, response nessages contain a success/failure code. The
PDU Length MJUST be 4-byte aligned.

5.1.4. i SNSP Fl ags
The FLAGS field indicates additional information about the nessage

and the type of Network Entity that generated the nessage. The
followi ng table displays the valid flags:

Bit Position Enabl ed (1) neans:

16 Sender is the i SNS client

17 Sender is the i SNS server

18 Aut henti cation block is present
19 Repl ace flag (for DevAttrReg)
20 Last PDU of the i SNS nessage
21 First PDU of the i SNS nmessage
22-31 RESERVED

5.1.5. i SNSP Transaction ID
The TRANSACTION I D MUST be set to a uni que value for each

concurrently outstandi ng request nessage. Replies MJST use the sane
TRANSACTION I D val ue as the associated i SNS request nessage. |If a
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nmessage is retransnmitted, the origi nal TRANSACTION I D val ue MJST be
used. Al PDUs conprising an i SNSP nessage nust have the same
TRANSACTI ON | D val ue.

5.1.6. iSNSP Sequence |ID

The SEQUENCE | D has a uni que value for each PDUwithin a single
transaction. The SEQUENCE | D value of the first PDU transnitted in a
gi ven i SNS nmessage MUST be zero (0), and each SEQUENCE | D value in
each PDU MUST be nunbered sequentially in the order in which the PDUs
are transmtted. Note that the two-byte SEQUENCE ID allows for up to
65536 PDUs per i SNS nessage.

5.2. i SNSP Message Segnentation and Reassenbly

i SNS nessages may be carried in one or nore i SNS PDUs. If only one
i SNS PDU is used to carry the i SNS nmessage, then bit 21 (First PDU)
and bit 20 in the FLAGS field (Last PDU) SHALL both be set. |If
multiple PDUs are used to carry the i SNS nessage, then bit 21 SHALL
be set in the first PDU of the nmessage, and bit 20 SHALL be set in
the | ast PDU.

Al'l PDUs conprising the same i SNSP nessage SHALL have the sane
FUNCTI ON_| D and TRANSACTI ON | D val ues. Each PDU conprising an i SNSP
message SHALL have a uni que SEQUENCE | D val ue.

5.3. i SNSP PDU Payl oad

The i SNSP PDU PAYLOAD is of variable | ength and contains attributes
used for registration and query operations. The attribute data itens
use a format sinilar to that of other protocols, such as DHCP

[ RFC2131] options. Each iSNS attribute is specified in the PDU

Payl oad usi ng Tag-Length-Value (TLV) data format, as shown bel ow

Byt e MBb LSb
Ofset O 31
e +
0 | Attribute Tag | 4 Bytes
e +
4 | Attribute Length (N) | 4 Bytes
o e e e e e e e e e e e e e e e e e e e e e +
8 |
| Attribute Val ue | N Bytes
SO .

Total Length = 8 + N
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Attribute Tag: a 4-byte field that identifies the attribute as
defined in Section 6.1. This field contains the
tag value fromthe indicated table.

Attribute Length: a 4-byte field that indicates the length, in bytes,
of the value field to followin the TLV. For
vari able-length attributes, the value field MJST
contain padding bytes, if necessary, in order to
achi eve 4-byte alignment. A "zero-length TLV"
contains only the attribute tag and I ength fields.

Attribute Value: a variable-length field containing the attribute
val ue and paddi ng bytes (if necessary).

The above format is used to identify each attribute in the PDU

Payl oad. Note that TLV boundaries need not be aligned with PDU
boundari es; PDUs may carry one or nmore TLVs, or any fraction thereof.
The Response Status Code, contained in response nessage PDU Payl oads
and described below, is not in TLV fornat. PDU Payl oads for nessages
that do not contain i SNS attributes, such as the Nanme Service

Heart beat, do not use the TLV format.

5.3.1. Attribute Value 4-Byte Alignment

Al'l attribute values are aligned to 4-byte boundaries. For variable
length attributes, if necessary, the TLV |l ength MJST be increased to
t he next 4-byte boundary through padding with bytes containing zero
(0). If an attribute value is padded, a conbination of the tag and
attribute value itself is used to determne the actual value |ength
and nunber of pad bytes. There is no explicit count of the nunber of
pad bytes provided in the TLV.
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5. 4.

All

cli

status code of 0 (Successful).
rejection of the entire i SNS client

5. 5.

Internet Storage Nanme Service (i SNS)

i SNSP Response Status Codes
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i SNSP response nessages contain a 4-byte Status Code field as the
first field in the i SNSP PDU PAYLOAD. |If the origi
message was processed normally by the i SNS server

ent for

ESI

nal i SNSP request
or by the i SNS

and SCN nessages, then this field SHALL contain a

A non-zero status code indicates
request nessage.

St at us Code Status Description
0 Successfu
1 Unknown Error
2 Message Format Error
3 Invalid Registration
4 RESERVED
5 Invalid Query
6 Sour ce Unknown
7 Sour ce Absent
8 Sour ce Unaut hori zed
9 No Such Entry
10 Ver si on Not Supported
11 Internal Error
12 Busy
13 Option Not Understood
14 Invalid Update
15 Message (FUNCTI ON_I D) Not Supported
16 SCN Event Rejected
17 SCN Regi stration Rejected
18 Attribute Not Inplenented
19 FC DOVAI N_I D Not Avail abl e
20 FC _DOVAI N_I D Not All ocated
21 ESI Not Avail able
22 Invalid Deregistration
23

Regi strati on Feature Not Supported
24 and above RESERVED

Aut hentication for i SNS Milticast and Broadcast Messages

For i SNS mul ti cast and broadcast messages (see Section 2.9.3), the
i SNSP provi des authentication capability. The fol
details the i SNS Authentication Bl ock, which is identical in format
to the SLP authentication block [ RFC2608]. i SNS uni

SHOULD NOT i ncl ude the authentication block, but

upon | PSec security nechanisns.
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If a nessage contains an authentication block, then the
"Aut hentication block present” bit in the i SNSP PDU header FLAGS
field SHALL be enabl ed.

If a PKI is available with an [X. 509] Certificate Authority (CA)
then public key authentication of the i SNS server is possible. The
aut hentication block | everages the DSA with SHA-1 al gorithm which
can easily integrate into a public key infrastructure.

The aut hentication block contains a digital signature for the
mul ti cast nessage. The digital signature is calculated on a per-PDU
basis. The authentication block contains the follow ng information

1. Atime stanp, to prevent replay attacks.

2. A structured authenticator containing a signature cal cul ated over
the tine stanp and the nessage bei ng secured.

3. An indicator of the cryptographic algorithmthat was used to
cal cul ate the signature.

4. An indicator of the keying material and al gorithm paraneters,
used to cal culate the signature.

The aut hentication block is described in the followi ng figure:

Byt e MSb LSb
Ofset O 31
oo e e e e e e e e e eme s +

0 | BLOCK STRUCTURE DESCRI PTOR | 4 Bytes
e +

4 | AUTHENTI CATI ON BLOCK LENGTH | 4 Bytes
o e e e e e e e e e e e e e oo - o +

8 | TI MESTAMP | 8 Bytes
oo e e e e e e e e e eme s +

16 | SPI STRI NG LENGTH | 4 Bytes
e +

20 | SPlI STRI NG | N Bytes
o e e e e e e e e e e e e e oo - o +

20 + N | STRUCTURED AUTHENTI CATOR | M Byt es
oo e e e e e e e e e eme s +

1
N
o
+
P
+
<

Total Length

BLOCK STRUCTURE DESCRI PTOR (BSD): Defines the structure and al gorithm
to use for the STRUCTURED AUTHENTI CATOR.  BSD val ues from
0x00000000 to OxO0007FFF are assigned by | ANA, while
val ues 0x00008000 to OxO0008FFF are for private use.
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AUTHENTI CATI ON BLOCK LENGTH: Defines the length of the authentication
bl ock, beginning with the BSD field and running through
the | ast byte of the STRUCTURED AUTHENTI CATOR.

TI MESTAMP: This is an 8-byte unsigned, fixed-point integer giving the
nunber of seconds since 00:00: 00 GMI on January 1, 1970.

SPI STRI NG LENGTH: The I ength of the SPI STRING fi el d.

SPI STRING (Security Paraneters Index): Index to the key and
al gorithm used by the nessage recipient to decode the
STRUCTURED AUTHENTI CATOR fi el d.

STRUCTURED AUTHENTI CATOR: Contains the digital signature. For the
default BSD val ue of 0x0002, this field SHALL contain the
bi nary ASN. 1 encodi ng of output values fromthe DSA with
SHA-1 signature calculation as specified in Section 2.2.2
of [RFC3279].

5.6. Registration and Query Messages

The i SNSP regi stration and query nessage PDU Payl oads contain a |ist
of attributes, and have the foll owi ng format:

e . +
| Source Attribute (Requests Only) |
e +
| Message Key Attribute[l] (if present) |
o e e e e e e e e e e e e e e e e e e e e m o +
| Message Key Attribute[2] (if present) |
e s +
| : |
e +
| - Delimter Attribute - |
o e e e e e e e e e e e e e e e e e e e e m o +
| Qperating Attribute[1l] (if present) |
e T +
| Qperating Attribute[2] (if present) |
NN +
| Qperating Attribute[3] (if present) |
o e e e e e e e e e e e e e e e e e e e e m o +
| - |
S T +

Each Source, Message Key, Delimiter, and Operating attribute is
specified in the PDU Payl oad using the Tag-Length-Value (TLV) data
format. i SNS Regi stration and Query nessages are sent by iSNS Cients
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to the i SNS server | P Address and wel | -known TCP/UDP Port. The i SNS
Responses will be sent to the iSNS Cient |IP address and TCP/ UDP port
nunber fromthe original request nessage.

5.6.1. Source Attribute

The Source Attribute is used to identify the Storage Node to the i SNS
server for queries and ot her nmessages that require source
identification. The Source Attribute uniquely identifies the source
of the nmessage. Valid Source Attribute types are shown bel ow.

Val id Source Attributes
i SCSI Nane
FC Port Nane WAPN

For a query operation, the Source Attribute is used to limt the
scope of the specified operation to the Discovery Domains of which
the source is a nenber. Special Control Nodes, identified by the
Source Attribute, may be administratively configured to performthe
specified operation on all objects in the i SNS dat abase wi t hout
scoping to Di scovery Domai ns.

For nessages that change the contents of the i SNS database, the i SNS
server MJST verify that the Source Attribute identifies either a
Control Node or a Storage Node that is a part of the Network Entity
contai ning the added, deleted, or nodified objects.

5.6.2. Message Key Attributes

Message Key attributes are used to identify matching objects in the
i SNS dat abase for i SNS query and registrati on nessages. |f present,
the Message Key MUST be a Registration or Query Key for an object as
described in Sections 5.6.5 and 6.1. A Message Key is not required
when a query spans the entire set of objects available to the Source
or aregistration is for a new Entity.

i SCSI Names used in the Message Key MJST be normalized according to
the stringprep tenplate [STRINGPREP]. Entity ldentifiers (EIDs) used
in the Message Key MUST be normalized according to the naneprep

tenpl at e [ NAVEPREP] .

5.6.3. Deliniter Attribute
The Delimter Attribute separates the Message Key attributes fromthe
Qperating Attributes in a PDU Payload. The Delimter Attribute has a

tag value of 0 and a length value of 0. The Delimiter Attribute is
al wvays 8 bytes long (a 4-byte tag field and a 4-byte length field,
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all containing zeros). |If a Message Key is not required for a
message, then the Delimter Attribute imediately follows the Source
Attribute.

5.6.4. CQperating Attributes

The Qperating Attributes are a list of one or nore key and non-key
attributes related to the actual iSNS registration or query operation
bei ng perforned.

Operating Attributes include object key attributes and non-key
attributes. bject key attributes uniquely identify i SNS objects.
Key attributes MJUST precede the non-key attributes of each object in
the Operating Attributes. The tag val ue distinguishes the attribute
as an object key attribute (i.e., tag=1l, 16&17, 32, 64, and 96) or a
non-key attribute. iSCSI Nanmes used in the Operating Attributes MIST
be normalized according to the stringprep tenplate [ STRI NGPREP] .
Entity ldentifiers (EIDs) used in the Operating Attributes MJST be
normal i zed according to the nanmeprep tenpl ate [ NAVMEPREP] .

The ordering of Operating Attributes in the message is inportant for
determ ning the rel ati onshi ps anong obj ects and their ownership of
non-key attributes. i SNS protocol nmessages that violate these
ordering rules SHALL be rejected with the Status Code of 2 (Message
Format Error). See the nessage descriptions for proper operating
attribute ordering requirenents.

Some objects are keyed by nore than one object key attribute val ue.
For exanple, the Portal object is keyed by attribute tags 16 and 17.
When describi ng an obj ect keyed by nore than one key attribute, every
obj ect key attribute of that object MIST be |isted sequentially by
tag value in the nmessage before non-key attributes of that object and
key attributes of the next object. A group of key attributes of this
kind is treated as a single logical key attribute when identifying an
obj ect.

Non-key attributes that imediately follow key attributes MJST be
attributes of the object referenced by the key attributes. Al non-
key attributes of an object MJST be |isted before the object key
attributes introduci ng the next object.

bj ects MIUST be listed in inheritance order, according to their
contai nnent order. Storage Node and Portal objects and their
respective attributes MUST follow the Network Entity object to which
they have a relationship. Simlarly, FC Device objects MIST foll ow
the Storage Node object to which they have a rel ationship.
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Vendor -speci fic objects defined by tag values in the range 1537-2048
have the sanme requirenments described above.

5.6.4.1. Qperating Attributes for Query and Get Next Requests

In Query and Get Next request nessages, TLV attributes with length
value of 0 are used to indicate which Qperating Attributes are to be
returned in the correspondi ng response. Operating Attribute val ues
that match the TLV attributes in the original nessage are returned in
the response nessage.

5.6.5. Registration and Query Request Message Types
The followi ng describes each query and nessage type.
5.6.5.1. Device Attribute Registrati on Request (DevAttrReg)

The DevAttrReg nessage type is 0x0001. The DevAttrReg nessage
provides the nmeans for i SNS clients to update existing objects or
regi ster new objects. The value of the replace bit in the FLAGs
field determ nes whether the DevAttrReg nessage updates or replaces
an existing registration.

The Source Attribute identifies the Node initiating the registration
request.

The Message Key identifies the object the DevAttrReg nessage acts
upon. It MJST contain the key attribute(s) identifying an object.
This object MJIST contain all attributes and rel ated subordi nate
object attributes that will be included in the Qperating Attributes
of the DevAttrReg PDU Payl oad. The key attribute(s) identifying this
obj ect MJST al so be included anbng the Qperating Attributes.

If the Message Key contains an EID and no pre-existing objects match
the Message Key, then the DevAttrReg nessage SHALL create a new
Entity with the specified EID and any new obj ect(s) specified by the
Qperating Attributes. The replace bit SHALL be ignored.

I f the Message Key does not contain an EID, and no pre-existing
objects match the Message Key, then the DevAttrReg nessage SHALL be
rejected with a status code of 3 (lnvalid Registration).

If the Message Key is not present, then the DevAttrReg nessage
implicitly registers a new Network Entity. 1In this case, the replace
bit SHALL be ignored; a new Network Entity SHALL be created.

Exi sting entities, their objects, and their relationships remain
unchanged.
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The replace bit determ nes the kind of operation conducted on the
object identified in the DevAttrReg Message Key. The replace bit
only applies to the DevAttrReg nmessage; it is ignored for all other
nessage types

If the replace bit is set, then the objects, attributes, and

rel ati onships specified in the Operating Attributes SHALL repl ace the
object identified by the Message Key. The object and all of its
subordi nate objects SHALL be deregi stered, and the appropriate SCNs
SHALL be sent by the i SNS server for the deregistered objects. The
objects listed in the Operating Attributes are then used to repl ace
the just-deregistered objects. Note that additional SCNs SHALL be
sent for the new y-registered objects, if appropriate. Existing
objects and rel ationships that are not identified or that are
subordinate to the object identified by the Message Key MUST NOT be
af fected or changed.

If the replace bit is not set, then the nessage updates the
attributes of the object identified by the Message Key and its
subordi nate objects. Existing object containnent relationshi ps MJST
NOT be changed. For existing objects, key attributes MJUST NOT be
nmodi fi ed, but new subordi nate objects MAY be added

The Qperating Attributes represent objects, attributes, and
relationships that are to be registered. Miltiple related objects
and attributes MAY be registered in a single DevAttrReg nmessage. The
ordering of the objects in this nmessage indicates the structure of,
and associ ations anmong, the objects to be registered. At |east one
object MIUST be listed in the Operating Attributes. Additiona

objects (if any) MJST be subordinate to the first object listed. Key
attributes MJUST precede non-key attributes of each object. A given
obj ect may only appear a naxi mum of once in the Operating Attributes
of a nmessage. |If the Node identified by the Source Attribute is not
a Control Node, then the objects in the operating attributes MJIST be
menbers of the sane Network Entity as the Source Node.

For exanple, to establish relationships between a Network Entity
object and its Portal and Storage Node objects, the Qperating
Attributes list the key and non-key attributes of the Network Entity
object, followed by the key and non-key attributes of each Portal and
St orage Node object to be linked to that Network Entity. Simlarly,
an FC Device object that follows a Storage Node object is considered
subordi nate to that Storage Node.

New PG objects are registered when an associ ated Portal or i SCSI Node

object is registered. An explicit PG object registration MAY foll ow
a Portal or iSCSI Node object registration in a DevAttrReg nessage.
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When a Portal is registered, the Portal attributes MAY i nmedi ately be
followed by a PGI attribute. The PGTI attribute SHALL be foll owed by
the set of PG i SCSI Nanes representing nodes that will be associated
to the Portal using the indicated PGI value. Additional sets of PGIs
and PG i SCSI Names to be associated to the registered Portal MAY
follow. Indicated PGI val ues are assigned to the PG object
associated with the newy registered Portal and to the i SCSI Storage
Node(s) referenced i Mmediately following the PGT attribute in the
operating attributes.

When an i SCSI Storage Node is registered, the Storage Node attri butes
MAY i mredi ately be followed by a PGT attribute. The PGI attribute
SHALL be followed by the set of PG Portal | P-Address, PG TCP/ UDP Port
pairs representing Portal objects that will be associated with the

St orage Node using the indicated PGl value. Additional sets of PGIs
and PG Portal |P-Address PG TCP/UDP Port pairs to be associated with
the regi stered Storage Node MAY follow |Indicated PGI val ues are
assigned to the PG object associated with the newly registered i SCSI
St orage Node and Portal object(s) referenced inmediately foll ow ng
the PGT attribute in the operating attributes.

If the PGT value is not included in the Storage Node or Portal object
registration, and if a PGI val ue was not previously registered for
the relationship, then the PGI for the correspondi ng PG object SHALL
be registered with a val ue of 0x00000001. |If the PGI attribute is
included in the registration nessage as a 0-length TLV, then the PGT
val ue for the correspondi ng PG obj ect SHALL be registered as NULL. A
O-length TLV for the PGT in an update registrati on nessage overwites
the previous PGT value with NULL, indicating that there is no

rel ati onshi p between the Storage Node and Portal.

A maxi nrum of one Network Entity object can be created or updated with
a single DevAttrReg nessage. Consequently, the Operating Attributes
MUST NOT contain nore than one Network Entity object. There is no
limt to the nunber of Portal, Storage Node, and FC Device objects
that can listed in the Qperating Attributes, provided they are all
subordinate to the listed Network Entity object.

If the Message Key and Operating Attributes do not contain an EID
attribute, or if the EID attribute has a I ength of 0, then a new
Network Entity object SHALL be created and the i SNS server SHALL
supply a unique EID value for it. The assigned EID val ue SHALL be
included in the DevAttrReg Response nessage. |If the Message Key and
Qperating Attributes contain an EID that does not match the EID of an
existing Network Entity in the i SNS dat abase, then a new Network
Entity SHALL be created and assigned the value contained in that EID
attribute. Finally, if the Message Key and Operating Attributes
contain an EID that matches the EID of an existing object in the i SNS
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dat abase, then the objects, attributes, and rel ati onshi ps specified
in the Operating Attributes SHALL be appended to the existing Network
Entity identified by the EID.

A registration nessage that creates a new Network Entity object MJST
contain at |least one Portal or one Storage Node. |f the nmessage does
not, then it SHALL be considered invalid and result in a response
with Status Code of 3 (lnvalid Registration).

If an i SNS Server does not support a registration feature, such as
explicit PG object registration, then the server SHALL return a
Status Code of 23 (Registration Feature Not Supported).

Note that the i SNS server may nodify or reject the registration of
certain attributes, such as ESI Interval. 1In addition, the i SNS
server may assign values for additional Operating Attributes that are
not explicitly registered in the original DevAttrReg nessage, such as
the EI D and WANN Token.

5.6.5.2. Device Attribute Query Request (DevAttrQy)

The DevAttrQy nessage type is 0x0002. The DevAttrQy message
provides an i SNS client with the neans to query the i SNS server for
obj ect attributes.

The Source Attribute identifies the Node initiating the request. For
non- Control Nodes initiating the DevAttrQy nessage, the query is
scoped to the Di scovery Domains of which the initiating Node is a
menber. The DevAttrQy message SHALL only return information on
Storage Nodes and their related parent and subordi nate objects, where
the Storage Node has a common Discovery Domain with the Node
identified in the Source Attribute.

The Message Key may contain key or non-key attributes or no
attributes at all. If multiple attributes are used as the Message
Key, then they MJUST all be fromthe sane object type (e.g., IP
address and TCP/UDP Port are attributes of the Portal object type).
A Message Key with non-key attributes may match nmultiple instances of
the specific object type. A Message Key with zero-length TLV(s) is
scoped to every object of the type indicated by the zero-length
TLV(s). An enpty Message Key field indicates the query is scoped to
the entire database accessi ble by the source Node.

The DevAttrQy response nessage returns attributes of objects listed
in the Operating Attributes that are related to the Message Key of
the original DevAttrQy nessage. The Qperating Attributes of the
DevAttrQry message contain zero-length TLVs that specify the
attributes that are to be returned in the DevAttrQ yRsp nessage. A
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Message Key containing zero-length TLVs indicates that the set of
attributes specified in the Qperating Attributes are to be returned
for each object matching the type indicated by the Message Key.

If the Message Key contains non-zero |l ength TLVs, then Operating
Attributes for the object matching the Message Key SHALL be returned
in the DevAttr QyRsp nmessage. Each attribute type (i.e., zero-length
TLV) in the Operating Attributes indicates an attribute fromthe

obj ect matching the Message Key, or fromother objects in the sane
Entity having a relationship to the object matching the Message Key,
is to be returned in the response. The ordering of the object keys
and associated attributes returned in the DevAttrQy response nessage
SHALL be the same as in the original query nessage. |f no objects
mat ch the Message Key, then the DevAttrQ yRsp nessage SHALL NOT
return any operating attributes. Such a nmessage and its
correspondi ng response SHALL NOT be considered an error.

The Portal G oup object determ nes whether a relationship exists

bet ween a given Storage Node and Portal object. |If the PGT of the
Portal Group is not NULL, then a relationship exists between the

i ndi cated Storage Node and Portal; if the PGI is NULL, then no

rel ati onship exists. Therefore, the value (NULL or not NULL) of the
PGT attribute of each Portal G oup object determines the structure
and ordering of the DevAttrQy response to a query for Storage Nodes
and Portals.

For exanple, an i SNS database contains a Network Entity having two
Portal s and two Nodes. Each Storage Node has two Portal G oups, one
with a NULL PGT value for one Portal and another with a non- NULL PGT
value for the other Portal. The DevAttrQy nessage contains a
Message Key entry matching one of the Nodes, and Operating Attributes
with zero-length TLVs listing first the Node attributes, Porta
attributes, and then the PG attributes. The response nessage SHALL
therefore return first the matching Node object, then the requested
attributes of the one Portal object that can be used to access the
Storage Node (as indicated by the PGI), and finally the requested
attributes of the PG object used to access that Storage Node. The
order in which each object’s attributes are listed is the same as the
ordering of the object’s attributes in the Operating Attributes of
the original request nessage.

If the Message Key Attribute contains zero-length TLV(s), then the
query returns requested attributes for all objects natching the
Message Key type (DD restrictions SHALL apply for non-Control Nodes).
If nmultiple objects match the Message Key type, then the attributes
for each object matching the Message Key MJUST be listed before the
attributes for the next matching object are listed in the query
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response. |In other words, the process described above nust be
iterated in the nmessage response for each object that matches the
Message Key type specified by the zero-length TLV(S).

For exanple, an i SNS database contains only one Network Entity having
two Portals and three Nodes. All PG objects in the Entity have a PGI
val ue of 0x00000001. 1In the DevAttrQy nessage, the Message Key
contains a zero-length TLV specifying a Node type, and Operating
Attributes listing first the Node attributes, and then the Porta

attributes. The response nessage will return, in the foll ow ng
order, the attributes for the first, next, and |ast Node objects,
each followed by attributes for both Portals. |If that same

DevAttrQry nmessage had instead contained a zero-length TLV specifying
the Network Entity type, then the response nessage woul d have
returned attributes for all three Node objects, followed by
attributes for the two Portals.

If there is no Message Key Attribute, then the query returns al
attributes in the i SNS dat abase (once again, DD restrictions SHALL
apply for non-Control Nodes). Al attributes matching the type
specified by each zero-length TLV in the Operating Attributes SHALL
be listed. Al attributes of each type SHALL be listed before the
attributes matching the next zero-length TLV are |i sted.

For exanple, an i SNS database contains two Entities, each having two
Nodes and two Portals. The DevAttrQy nessage contains no Message
Key attribute, and Operating Attributes list first the Porta
attributes, and then the Node attributes. The Cperating Attributes
of the response nessage will return attributes fromeach of the four
Portals, followed by attributes fromeach of the four nodes.

If a DevAttrQy nessage requests an attribute for which the i SNS
server has no value, then the server SHALL NOT return the requested
attribute in the query response. Such query and response nessages
SHALL NOT be considered errors.

Regi stration and query nessages for i SNS server-specific attributes
(i.e., tags in the range 132 to 384) SHALL be formatted using the
identifying key attribute of the Storage Node originating the query
(i.e., iSCSI Nane or FC Port Name WAPN) for both the Source Attribute
and Message Key attribute. Operating Attributes SHALL incl ude the
TLV of the server-specific attribute being requested.

DD nenbershi p can be di scovered through the DevAttrQy nessage by

i ncluding either DD nmenber attributes (i.e., DD Menber i SCSI |ndex,
DD Menber i SCSI Node, DD Menmber i FCP Node, DD Menber Portal |ndex, DD
Menmber Portal 1P Addr, and DD Menmber Portal TCP/ UDP) or the object
key of the Storage Node or Portal (i.e., iSCSI Nane, iSCSlI |ndex,
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Portal | P Addr, Portal TCP/UDP Port, and Portal |ndex) in the
Qperating Attributes. Using DD nenber attributes SHALL return both
regi stered and unregi stered nenber Storage Nodes and/or Portals of a
DD. DevAttrQy nessages using the Storage Node and/or Portal object
key SHALL return only menber Storage Nodes or Portals that are
currently registered in the i SNS dat abase.

The DevAttrQy nessage SHALL support the follow ng mninum set of
Message Key Attributes:

Valid Message Key Attributes for Queries
Entity ldentifier

Entity Protocol

Portal |P-Address & Portal TCP/ UDP Port
Portal | ndex

i SCSI Node Type

i SCSI Nane
i SCSI | ndex
PG | ndex

FC Port Name WAPN

FC Port Type

FC-4 Type

Di scovery Donmin |ID

Di scovery Domain Set ID

Source Attribute (for server-specific attributes)

Swi tch Nane (FC Device WANN--for Virtual _Fabric_ID queries)

5.6.5.3. Device Get Next Request (DevGet Next)

The DevGet Next nessage type is 0x0003. This nessage provides the
i SNS client with the nmeans to retrieve each and every instance of an
obj ect type exactly once.

The Source Attribute identifies the Node initiating the DevGet Next
request, and is used to scope the retrieval process to the Discovery
Domai ns of which the initiating Node is a nenber.

The Message Key Attribute may be an Entity ldentifier (EID), iSCSI
Name, i SCSI |Index, Portal |IP Address and TCP/UDP Port, Portal I ndex,
PG I ndex, FC Node Nanme WANN, or FC Port Nane WAPN. If the TLV length
of the Message Key Attribute(s) is zero, then the first object entry
in the i SNS dat abase mat chi ng the Message Key type SHALL be returned
in the Message Key of the correspondi ng DevGet Next Rsp nessage. |If
non-zero-length TLV attributes are contained in the Message Key, then
t he DevGet Next response nessage SHALL return the next object stored
after the object identified by the Message Key in the original

DevGet Next request nessage.
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If the Message Key provided matches the | ast object instance in the
i SNS dat abase, then the Status Code of 9 (No Such Entry) SHALL be
returned in the response.

The Operating Attributes can be used to specify the scope of the
DevGet Next request, and to specify the attributes of the next object,
which are to be returned in the DevGet Next response nmessage. Al
Qperating Attributes MJUST be attributes of the object type identified
by the Message Key. For exanple, if the Message Key is an Entity_ID
attribute, then the Operating Attributes MJUST NOT contain attributes
of Portals.

Non-zero-length TLV attributes in the Qperating Attributes are used
to scope the DevGet Next nessage. Only the next object with attribute
val ues that match the non-zero-length TLV attri butes SHALL be
returned in the DevGet Next response nessage.

Zero-length TLV attributes MJST be |listed after non-zero-length
attributes in the Qperating Attributes of the DevGet Next request
message. Zero-length TLV attributes specify the attributes of the
next object which are to be returned in the DevGet Next response
nessage

Note that there are no specific requirenents concerning the order in
whi ch object entries are retrieved fromthe i SNS dat abase; the
retrieval order of object entries using the DevGet Next nessage is

i mpl erent ati on specific.

The i SNS client is responsible for ensuring that information acquired
t hrough use of the DevGet Next nmessage is accurate and up-to-date.
There is no assurance that the i SNS database will not change between
successi ve DevGet Next request nessages. |f the Message Key provided
does not match an existing database entry, then attributes for the
next object key follow ng the provided Message Key SHALL be returned.
For exanple, an object entry may have been del eted between successive
DevGet Next nmessages. This may result in a DevGet Next request in

whi ch the Message Key does not match an existing object entry. In
this case, attributes for the next object stored in the i SNS database
are returned.

5.6.5.4. Device Deregister Request (DevDereg)

The DevDereg nessage type is 0x0004. This nessage is used to renove
object entries fromthe i SNS database. One or nore objects may be
renoved through a single DevDereg nessage. Note that deregistered
St orage Node objects will retain nmenbership in their Di scovery

Domai n(s) until explicit deregistration of the nenbership(s) or

Di scovery Donmi n(s).
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Upon receiving the DevDereg, the i SNS server renoves all objects
identified by the Operating Attribute(s), and all subordi nate objects
that are solely dependent on those identified objects. For exanple,
renoval of a Network Entity also results in renoval of all associated
Portal, Portal G oup, Storage Node, and FC Device objects associated
with that Network Entity. FC Device objects SHALL not be
deregistered in this manner unless all Storage Nodes associated with
t hem have been deregi stered.

The DevDereg request PDU Payl oad contains a Source Attribute and
Qperating Attribute(s); there are no Message Key Attributes. If the
Node identified by the Source Attribute is not a Control Node, then
it MUST be fromthe same Network Entity as the object(s) identified
for renoval by the Operating Attribute(s). Valid Operating
Attributes are shown bel ow

Valid Operating Attributes for DevDereg
Entity ldentifier
Portal | P-Address & Portal TCP/UDP Port
Portal | ndex
i SCSI Nane
i SCSI | ndex
FC Port Nane WAPN
FC Node Name WAN

The renoval of the object may result in SCN nmessages to the
appropriate i SNS clients.

Attenpted deregistration of non-existing entries SHALL not be
consi dered an error.

If all Nodes and Portals associated with a Network Entity are
deregi stered, then the Network Entity SHALL al so be renpved.

If both the Portal and i SCSI Storage Node objects associated with a
Portal Group object are renobved, then that Portal G oup object SHALL
al so be renoved. The Portal G oup object SHALL remain registered as
long as either of its associated Portal or iSCSI Storage Node objects
remain registered. If a deleted Storage Node or Portal object is
subsequently re-registered, then a relationship between the re-

regi stered object and an existing Portal or Storage Node object

regi stration, indicated by the PG object, SHALL be restored.
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5.6.5.5. SCN Regi ster Request (SCNReg)

The SCNReg nessage type is 0x0005. The State Change Notification
Regi strati on Request (SCNReg) nessage allows an i SNS client to
register a Storage Node to receive State Change Notification (SCN)
nessages.

The SCN notifies the Storage Node of changes to any Storage Nodes
within any DD of which it is a menber. |If the Storage Node is a
Control Node, it SHALL receive SCN notifications for changes in the
entire network. Note that whereas SCNReg sets the SCN Bitmap field,
the DevAttrReg nessage registers the UDP or TCP Port used by each
Portal to receive SCN nessages. |If no SCN Port fields of any Portals
of the Storage Node are registered to receive SCN nessages, then the
SCNReg nessage SHALL be rejected with Status Code 17 (SCN

Regi strati on Rejected).

The SCNReg request PDU Payl oad contains a Source Attribute, a Message
Key Attribute, and an Qperating Attribute. Valid Message Key
Attributes for a SCNReg are shown bel ow

Valid Message Key Attributes for SCNReg
i SCSI Nane
FC Port Name WAPN

The node with the i SCSI Name or FC Port Name WAPN attribute that
mat ches the Message Key in the SCNReg nessage is registered to
recei ve SCNs using the specified SCN bitmap. A maxi mum of one Node
SHALL be registered for each SCNReg nessage

The SCN Bitnmap is the only operating attribute of this nessage, and
it always overwites the previous contents of this field in the i SNS
dat abase. The bitmap indicates the SCN event types for which the
Node i s registering.

Note that the settings of this bitnap deternine whether the SCN
registration is for regular SCNs or nanagenment SCNs. Control Nodes
MAY conduct registrations for nmanagenent SCNs; iSNS clients that are
not supporting Control Nodes MJST NOT conduct registrations for
managenent SCNs. Control Nodes that register for managenent SCNs

receive a copy of every SCN nessage generated by the i SNS server. It
i s recomended that nanagenent registrations be used only when needed
in order to conserve i SNS server resources. |In addition, a Contro

Node t hat conducts such registrations should be prepared to receive
the anticipated volume of SCN nessage traffic.
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5.6.5.6. SCN Deregi ster Request (SCNDereg)

The SCNDereg nmessage type is 0x0006. The SCNDereg nessage all ows an
i SNS client to stop receiving State Change Notification (SCN)
nessages.

The SCNDereg request nessage PDU Payl oad contains a Source Attribute
and Message Key Attribute(s). Valid Message Key Attributes for a
SCNDer eg are shown bel ow.

Valid Message Key Attributes for SCNDereg
i SCSI Nane
FC Port Nane WAPN

The node with an i SCSI Name or FC Port Nanme WAPN attribute that
mat ches the Message Key Attributes in the SCNDereg nessage is
deregistered for SCNs. The SCN bitnmap field of such Nodes are
cleared. A naxi mum of one Node SHALL be deregistered for each
SCNDer eg message.

There are no Operating Attributes in the SCNDereg nessage.
5.6.5.7. SCN Event (SCNEvent)

The SCNEvent nessage type is 0x0007. The SCNEvent is a nmessage sent
by an i SNS client to request generation of a State Change
Notification (SCN) nmessage by the i SNS server. The SCN, sent by the
i SNS server, then notifies i FCP, i SCSI, and Control Nodes within the
af fected DD of the change indicated in the SCNEvent.

Most SCNs are automatically generated by the i SNS server when Nodes
are registered or deregistered fromthe directory database. SCNs are
al so generated when a network nanagenent application or Control Node
makes changes to the DD nmenbership in the i SNS server. However, an

i SNS client can trigger an SCN by using SCNEvent.

The SCNEvent nmessage PDU Payl oad contains a Source Attribute, a
Message Key Attribute, and an Qperating Attribute. Valid Key
Attributes for a SCNEvent are shown bel ow

Valid Message Key Attributes for SCNEvent

i SCSI Nane
FC Port Nane WAPN
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The Qperating Attributes section SHALL contain the SCN Event Bitnmap
attribute. The bitmap indicates the event that caused the SCNEvent
to be generat ed.

5.6.5.8. State Change Notification (SCN)

The SCN nessage type is 0x0008. The SCN is a nessage generated by
the i SNS server, notifying a registered Storage Node of changes

There are two types of SCN registrations: regular registrations and
managenent registrations. Regular SCNs notify i SNS clients of events
within the discovery domain. Managenent SCNs notify Control Nodes
that register for managenent SCNs of events occurring anywhere in the
net wor k.

If no active TCP connection to the SCN recipient exists, then the SCN
message SHALL be sent to one Portal of the registered Storage Node
that has a registered TCP or UDP Port value in the SCN Port field.

If nore than one Portal of the Storage Node has a registered SCN Port
val ue, then the SCN SHALL be delivered to any one of the indicated
Portals, provided that the selected Portal is not the subject of the
SCN.

The types of events that can trigger an SCN nessage, and the amount
of information contained in the SCN nessage, depend on the registered
SCN Event Bitmap for the Storage Node. The i SCSI Node SCN Bitmap is
described in Section 6.4.4. The i FCP SCN Bitmap is described in
Section 6.6.12.
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The format of the SCN PDU Payl oad is shown bel ow

T s +
| Destination Attribute |
o e e e e e e e e e e e e e e e e e e e e m o +
| Ti mest anp |
e . +
| Source SCN Bitmap 1 |
e +
| Source Attribute [1] |
o e e e e e e e e e e e e e e e e e e e e m o +
| Source Attribute [2](if present) |
. +
| Source Attribute [3](if present) |
T T +
| Source Attribute [n](if present) |
o e e e e e e e e e e e e e e e e e e e e m o +
| Source SCN Bitmap 2 (if present) |
T +
| . |
e +

Al'l PDU Payl oad attributes are in TLV fornmat.

The Destination Attribute is the Node identifier that is receiving
the SCN. The Destination Attribute can be an i SCSI Nanme or FC Port
Nane.

The Tinestanp field, using the Timestanp TLV format, described in
Section 6.2.4, indicates the tine the SCN was gener at ed.

The Source SCN Bitmap field indicates the type of SCN notification
(i.e., regular or managenent SCN), and the type of event that caused
the SCN to be generated; it does not necessarily correlate with the
original SCN bitrmap registered in the i SNS server.

Fol l owi ng the tinestanp, the SCN nessage SHALL |ist the SCN bitnap,
followed by the key attribute (i.e., iSCSI Nane or FC Port Nane) of
the Storage Node affected by the SCN event. If the SCNis a
Managenment SCN, then the SCN nessage SHALL al so list the DD_ID and/or
DDS | D of the Discovery Donmai ns and Di scovery Domain Sets (if any)
that caused the change in state for that Storage Node. These
additional attributes (i.e., DD ID and/or DDS I D) shall imediately
follow the i SCSI Nane or FC Port Nane and precede the next SCN bitnmap
for the next notification nmessage (if any). The SCN bitmap is used
as a delineator for SCN nmessages providing nultiple state change
notifications.
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For exanple, a regular SCN for notifying an i SNS client of a new
Portal available for a particular iSCSI target would contain the SCN
bitmap foll owed by the i SCSI Nane of the target device as the source
attribute. If the SCN were a nanagenent SCN, then the i SCSI Nane
woul d be followed by the DD IDs) of the shared Di scovery Donains
that allow the destination Storage Node to have visibility to the
affected Storage Node. |f a Discovery Domain Set (DDS) was enabl ed
in order to provide this visibility, then the appropriate DDS | D
woul d be included as well.

A managenent SCN is al so generated to notify a Control Node of the

creation, deletion, or nodification of a D scovery Domain or

Di scovery Domain Set. In this case, the DD ID and/or DDS I D of the
af fected Di scovery Domain and/or Di scovery Domain Set would follow

t he SCN bit map.

For exanple, a managenent SCN to notify a Control Node of a new DD
within a Discovery Donmain Set would contain both the DD ID and the
DDS | D of the affected Di scovery Donmin and Di scovery Donmi n Set
among the Source Attributes.

See Sections 6.4.4 and 6.6.12 for additional information on the SCN
Bi t map.

5.6.5.9. DD Register (DDReg)

The DDReg nmessage type is 0x0009. This nessage is used to create a
new Di scovery Domain (DD), to update an existing DD Synbolic Name
and/ or DD Features attribute, and to add DD nmenbers.

DDs are uniquely defined using DD IDs. DD registration attributes
are described in Section 6.11.

The DDReg nessage PDU Payl oad contains the Source Attribute and
optional Message Key and Operating Attri butes.

The Message Key, if used, contains the DD ID of the Discovery Donain
to be registered. |If the Message Key contains a DD ID of an existing
DD entry in the i SNS database, then the DDReg nessage SHALL attenpt
to update the existing entry. |If the DD ID in the Message Key (if
used) does not match an existing DD entry, then the i SNS server SHALL
reject the DDReg nessage with a status code of 3 (lnvalid
Registration). |If the DD ID is included in both the Message Key and
Qperating Attributes, then the DD ID value in the Message Key MJST be
the same as the DD _ID value in the Operating Attributes.
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A DDReg nessage with no Message Key SHALL result in the attenpted
creation of a new Discovery Donain (DD). |If the DD ID attribute
(with non-zero length) is included anong the Qperating Attributes in
t he DDReg nessage, then the new Di scovery Domain SHALL be assigned
the value contained in that DD ID attribute. OQherwise, if the DD ID
attribute is not contained anong the Operating Attributes of the
DDReg nmessage, or if the DD IDis an operating attribute with a TLV
length of 0, then the i SNS server SHALL assign a DD ID value. The
assigned DD _ID value is then returned in the DDReg Response nessage.
The Operating Attributes can also contain the DD Menmber i SCSI Node

I ndex, DD Menber i SCSI Nane, DD Menber FC Port Nane, DD Menber Port al
| P Address, DD Menber Portal TCP/UDP Port Nunber, or DD Menber Port al
I ndex of nenbers to be added to the DD. It may al so contain the

DD Synbol i c_Nanme and/ or DD Features of the DD.

This message SHALL add any DD menbers listed as Operating Attributes
to the Discovery Domain specified by the DD ID. |f the DD Features
attribute is an Qperating Attribute, then it SHALL be stored in the

i SNS server as the feature list for the specified DD. |f the
DD Synbolic_Name is an operating attribute and its value is unique
(i.e., it does not match the registered DD _Synbolic_Nane for another

DD), then the value SHALL be stored in the i SNS dat abase as the

DD Synbolic_Name for the specified Discovery Domain. |[If the val ue
for the DD Synbolic_Nanme is not unique, then the i SNS server SHALL
reject the attenpted DD registration with a status code of 3 (Invalid
Regi stration).

When creating a new DD, if the DD Synbolic_Nane is not included in
the Qperating Attributes, or if it is included with a zero-length
TLV, then the i SNS server SHALL provide a uni que DD Synbolic_Nane
value for the created DD. The assigned DD Synbolic_Nane val ue SHALL
be returned in the DDRegRsp nessage.

When creating a new DD, if the DD Features attribute is not included
in the Operating Attributes, then the i SNS server SHALL assign the
default value. The default value for DD Features is O.

DD Menber i SCSI Name, DD Menber i FCP Node, DD Menber Portal IP
Address, and DD Menber TCP/ UDP Port Nunmber attributes included in the
Qperating Attributes need not match currently existing i SNS dat abase
entries. This allows, for exanple, a Storage Node to be added to a
DD even if the Storage Node is not currently registered in the i SNS
dat abase. A Storage Node or Portal can thereby be added to a DD at
the time of the DDs creation, even if the Storage Node or Portal is
not currently active in the storage network.
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If the Operating Attributes contain a DD Menber i SCSI Nane val ue for
a Storage Node that is currently not registered in the i SNS dat abase,
then the i SNS server MJUST all ocate an unused i SCSI Node | ndex for
that Storage Node. The assigned i SCSI Node | ndex SHALL be returned
in the DDRegRsp message as the DD Menber i SCSI Node I|ndex. The

al | ocated i SCSI Node | ndex val ue SHALL be assigned to the Storage
Node if and when it registers in the i SNS dat abase.

If the Operating Attributes contain a DD Menber Portal |P Addr and DD
Menmber Portal TCP/UDP value for a Portal that is not currently
registered in the i SNS database, then the i SNS server MJST all ocate
an unused Portal Index value for that Portal. The assigned Portal

I ndex val ue SHALL be returned in the DDRegRsp nessage as the DD
Menmber Portal |ndex. The allocated Portal |ndex value SHALL be
assigned to the Portal if and when it registers in the i SNS dat abase.

DD Menber i SCSI Node Index and DD Member Portal Index attributes that
are provided in the Operating Attributes MJST match a correspondi ng

i SCSI Node I ndex or Portal |ndex of an existing Storage Node or
Portal entry in the i SNS database. Furthernore, the DD Menmber i SCSI
Node I ndex and DD Menber Portal |Index SHALL NOT be used to add

St orage Nodes or Portals to a DD unless those Storage Nodes or
Portals are actively registered in the i SNS dat abase.

5.6.5.10. DD Deregister (DDDereg)

The DDDereg nmessage type is Ox000A. This nessage allows an i SNS
client to deregister an existing Discovery Domain (DD) and to renove
menbers from an existing DD

DDs are uniquely identified using DD IDs. DD registration attributes
are described in Section 6.11.

The DDDereg nmessage PDU Payl oad contains a Source Attribute, Message
Key Attribute, and optional Operating Attributes.

The Message Key Attribute for a DDDereg nessage is the DD ID for the
Di scovery Donmi n being renoved or having nenbers renoved. |f the DD
I D matches an existing DD and there are no Qperating Attributes, then
the DD SHALL be renoved and a success Status Code returned. Any

exi sting nenbers of that DD SHALL remain in the i SNS dat abase w t hout
menbership in the just-renoved DD.

If the DD I D matches an existing DD and there are Operating
Attributes matching DD nenbers, then the DD menbers identified by the
Qperating Attributes SHALL be renoved fromthe DD and a successful

St at us Code returned.
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If a DD Menber i SCSI Nane identified in the Operating Attributes
contains an i SCSI Name for a Storage Node that is not currently
registered in the i SNS database or contained in another DD, then the
associ ati on between that Storage Node and its pre-assigned i SCSI Node
I ndex SHALL be renoved. The pre-assigned i SCSI Node | ndex val ue no

| onger has an association to a specific i SCSI Nane and can now be

re- assi gned.

If a DD Menber Portal |P Address and DD Menber TCP/ UDP Port
identified in the Operating Attributes reference a Portal that is not
currently registered in the i SNS database or contained in another DD,
then the associati on between that Portal and its pre-assigned Portal
I ndex SHALL be renoved. The pre-assigned Portal |ndex val ue can now
be reassi gned.

The attenpted deregistration of non-existent DD entries SHALL not be
consi dered an error.

5.6.5.11. DDS Regi ster (DDSReg)

The DDSReg nessage type is Ox000B. This nessage allows an i SNS
client to create a new Di scovery Domain Set (DDS), to update an
exi sting DDS Synmbolic Name and/or DDS Status, or to add DDS nenbers.

DDSs are uniquely defined using DDS IDs. DDS registration attributes
are described in Section 6.11.1.

The DDSReg nessage PDU Payl oad contains the Source Attribute and,
optionally, Message Key and Operating Attributes.

The Message Key, if used, contains the DDS |ID of the Di scover Donain
Set to be registered or nodified. |If the Message Key contains a
DDS I D of an existing DDS entry in the i SNS dat abase, then the DDSReg
message SHALL attenpt to update the existing entry. |If the DDS ID in
the Message Key (if used) does not match an existing DDS entry, then
the i SNS server SHALL reject the DDSReg nessage with a status code of
3 (Invalid Registration). |If the DDS ID is included in both the
Message Key and Operating Attributes, then the DDS I D value in the
Message Key MUST be the sane as the DDS ID value in the Qperating
Attributes.

A DDSReg nessage with no Message Key SHALL result in the attenpted
creation of a new Discovery Donain Set (DDS). |If the DDS ID
attribute (with non-zero length) is included anbng the Operating
Attributes in the DDSReg nessage, then the new Di scovery Domain Set
SHALL be assigned the value contained in that DDS ID attri bute.
Oherwise, if the DDS ID attribute is not contai ned anong the
Qperating Attributes of the DDSReg nessage, or if the DDS ID is an
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operating attribute with a TLV length of 0, then the i SNS server
SHALL assign a DDS_|ID value. The assigned DDS |ID value is then
returned in the DDSReg Response nessage. The Operating Attributes
can al so contain the DDS _Synbolic_Name, the DDS Status, and the
DD I Ds of Discovery Domains to be added to the DDS.

When creating a new DDS, if the DDS Synmbolic Nanme is included in the
Qperating Attributes and its value is unique (i.e., it does not match
the registered DDS Synbolic Nanme for another DDS), then the val ue
SHALL be stored in the i SNS dat abase as the DDS Synmbolic Nane for
that DDS. |If the value for the DDS Synmbolic Nane is not unique, then
the i SNS server SHALL reject the attenpted DDS registration with a
status code of 3 (lnvalid Registration).

When creating a new DDS, if the DDS Synmbolic Name is not included in
the Qperating Attributes, or if it is included with a zero-length
TLV, then the i SNS server SHALL provide a unique DDS Synbolic Name
value for the created DDS. The assigned DDS Synbolic Nanme val ue
SHALL be returned in the DDSRegRsp nessage.

This message SHALL add any DD IDs listed as Operating Attributes to
the Discovery Domain Set specified by the DDS | D Message Key
Attribute. 1In addition, if the DDS _Symbolic_Nanme is an operating
attribute and the value is unique, then it SHALL be stored in the

i SNS dat abase as the DDS Synbolic_Nane for the specified D scovery
Domai n Set .

If aDDIDIlisted in the Operating Attributes does not nmatch an
existing DD, then a new DD using the DD ID SHALL be created. 1In this
case for the new DD, the i SNS server SHALL assign a unique val ue for
the DD Synbolic Name and SHALL set the DD Features attribute to the
default value of 0. These assigned values SHALL be returned in the
DDSRegRsp message.

5.6.5.12. DDS Deregister (DDSDereg)
The DDSDereg nessage type is 0x000C. This nessage allows an i SNS
client to deregister an existing Discovery Domain Set (DDS) or to
renmove sonme DDs from an existing DDS.

The DDSDereg nmessage PDU Payl oad contains a Source Attribute, a
Message Key Attribute, and optional Operating Attributes.

The Message Key Attribute for a DDSDereg nessage is the DDS ID for

the DDS being renoved or having nenbers renoved. |If the DDS ID
mat ches an existing DDS and there are no Operating Attributes, then
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the DDS SHALL be renbved and a success Status Code returned. Any
exi sting menbers of that DDS SHALL rermain in the i SNS dat abase
wi t hout nenbership in the just-renoved DDS

If the DDS I D matches an existing DDS, and there are Operating
Attributes matching DDS nenbers, then the DDS nmenbers SHALL be
removed fromthe DDS and a success Status Code returned.

The attenpted deregistration of non-existent DDS entries SHALL not be
consi dered an error.

5.6.5.13. Entity Status Inquiry (ESI)

The ESI nmessage type is 0x000D. This nmessage is sent by the i SNS
server, and is used to verify that an i SNS client Portal is reachable
and available. The ESI nmessage is sent to the ESI UDP port provided
during registration, or to the TCP connection used for ESI

regi stration, depending on which comunication type that is being
used.

The ESI nessage PDU Payl oad contains the following attributes in TLV
format and in the order listed: the current iSNS timestanp, the EID
the Portal | P Address, and the Portal TCP/UDP Port. The format of
this nmessage i s shown bel ow

oo e e e e e e e e e e e e e e e eme e +
| Ti mest anp

o m e e e e m e e e e am o +
| Entity_ID

o m e o e e e e e e e e e e e e e e e e oo oo +
| Portal |P Address |
oo e e e e e e e e e e e e e e e eme e +
| Portal TCP/ UDP Port |
o m e e e e m e e e e am o +

The ESI response nessage PDU Payl oad contains a status code, followed
by the Attributes fromthe original ESI nessage

If the Portal fails to respond to an adninistrativel y-determ ned
nunber of consecutive ESI nessages, then the i SNS server SHALL renove
that Portal fromthe i SNS database. |If there are no other renaining
ESI-nonitored Portals for the associated Network Entity, then the
Network Entity SHALL al so be renpbved. The appropriate State Change
Notifications, if any, SHALL be triggered.

Tseng, et al. St andards Track [ Page 62]



RFC 4171 Internet Storage Nanme Service (i SNS) Sept ember 2005

5.6.5.14. Nane Service Heartbeat (Heartbeat)

This message, if used, is only sent by the active i SNS server. It
allows i SNS clients and backup servers listening to a broadcast or
mul ti cast address to discover the I P address of the primary and
backup i SNS servers. It also allows concerned parties to nonitor the
health and status of the prinmary i SNS server

This message is NOT in TLV format. There is no response nessage to
the Nane Service Heartbeat.

Msb LSb

0 31

o o o e e e e e e e e e e e e e e e e e e e e e eee s +

| Active Server |P-Address | 16 Bytes
o m e m e e e e e e e e e e e e e e e e e e e e e am o +

| i SNS TCP Port | i SNS UDP Port | 4 Bytes
o +

| I nterval | 4 Bytes
o o o e e e e e e e e e e e e e e e e e e e e e eee s +

| Count er | 4 Bytes
o m e m e e e e e e e e e e e e e e e e e e e e e am o +

| RESERVED | Backup Servers | 4 Bytes
o +

| Primary Backup Server | P Address(if any) | 16 Bytes
o o o e e e e e e e e e e e e e e e e e e e e e eee s +

| Backup TCP Port(if any)|Backup UDP Port(if any) | 4 Bytes
o m e m e e e e e e e e e e e e e e e e e e e e e am o +

| 2nd Backup Server | P Address(if any) | 16 Bytes
o +

| Backup TCP Port(if any)|Backup UDP Port(if any) | 4 Bytes
o o o e e e e e e e e e e e e e e e e e e e e e eee s +

| - |

o m e m e e e e e e e e e e e e e e e e e e e e e am o +

| VENDOR SPECI FI C |
o +

The heartbeat PDU Payl oad contains the follow ng:

Active Server |IP Address: the | P Address of the active i SNS server in
I Pv6 format. Wien this field contains an |IPv4d
value, it is stored as an | Pv4-mapped | Pv6 address.
That is, the nost significant 10 bytes are set to
0x00, with the next two bytes set to OxXFFFF
[ RFC2373]. When this field contains an |IPv6 val ue,
the entire 16-byte field is used.

Active TCP Port: the TCP Port of the server currently in use.
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Active UDP Port: the UDP Port of the server currently in use,
ot herw se 0.

I nterval : the interval, in seconds, of the heartbeat.

Count er: a count that begins at 0 when this server becones
active. The count increments by one for each
heart beat sent since this server becanme active

Backup Servers: the nunber of i SNS backup servers. The |P address,
TCP Port, and UDP Port of each i SNS backup server
followthis field. Note that if backup servers are
used, then the active i SNS server SHOULD be anong
the list of backup servers.

The content of the remainder of this nessage after the list of backup
servers is vendor-specific. Vendors may use additional fields to
coordi nate between nultiple i SNS servers, and/or to identify vendor-
specific features

5.6.5.15. Request FC _DOVAI N | D (Rgst Doml d)

The RgstDoml d nessage type is 0x0011. This nessage is used for i FCP
Transparent Mode to allocate non-overl appi ng FC DOVAI N I D val ues
between 1 and 239. The i SNS server becones the address assi gnnent
authority for the entire i FCP fabric. To obtain multiple

FC DOVAI N_I D val ues, this request nust be repeated to the i SNS server
multiple times. 1SNS clients that acquire FC DOVAI N | D val ues from
an i SNS server MJST register for ESI nonitoring fromthat i SNS
server.

The RgstDom d PDU Payl oad contains three TLV attributes in the
followi ng order: the requesting Switch Name (WW) as the Source
Attribute, the Virtual Fabric_ID as the Message Key Attribute, and
Preferred ID as the operating attribute. The Virtual _Fabric_IDis a
string identifying the donain space for which the i SNS server SHALL
al | ocat e non-overl apping i nteger FC DOVAIN I D val ues between 1 and
239. The Preferred ID is the nom nal FC DOVAIN I D val ue requested by
the iSNS client. |If the Preferred_ID value is avail able and has not
al ready been allocated for the Virtual Fabric_ID specified in the
message, the i SNS server SHALL return the requested Preferred_ID

val ue as the Assigned ID to the requesting client.

The RgstDoml d response contains a Status Code, and the TLV attribute
Assigned I D, which contains the integer value in the space requested.
If no further unallocated values are available fromthis space, the

i SNS server SHALL respond with the Status Code 18 "FC _DOVAI N_| D Not
Avai | abl e".
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Once a FC DOVAI N I D val ue has been allocated to an i SNS client by the
i SNS server for a given Virtual _Fabric_ID, that FC DOVAI N_I D val ue
SHALL NOT be reused until it has been deal |l ocated, or until ESI

nmoni toring detects that the i SNS client no | onger exists on the
network and objects for that client are renoved fromthe i SNS

dat abase.

The i SNS server and client SHALL use TCP to transmt and receive
Rgst Doml d, Rgst Dom dRsp, R seDom d, and R seDom dRsp nessages.

5.6.5.16. Release FC_DOVAI N I D (Rl seDoml d)

The R seDoml d nessage type is 0x0012. This nessage may be used by
i FCP Transparent Mode to release integer identifier values used to
assign 3-byte Fibre Channel PORT_ID val ues.

The R seDom d nessage contains three TLV attributes in the foll ow ng
order: the requesting EID as the Source Attribute, the

Virtual _Fabric ID as the Message Key Attribute, and Assigned ID as
the operating attribute. Upon receiving the R seDom d nessage, the
i SNS server SHALL deal |l ocate the FC_DOVAI N_I D val ue contained in the
Assigned_ID attribute for the Virtual Fabric_ID attribute specified.
Upon deal | ocati on, that FC DOVAIN I D val ue can then be requested by
and assigned to a different i SNS client.

The i SNS server and client SHALL use TCP to transmt and receive
Rgst Doml d, Rgst Dom dRsp, R seDom d, and R seDom dRsp nessages.

5.6.5.17. Get FC_DOVAI N_IDs (CetDom d)

The Get Doml d nessage type is 0x0013. This nessage is used to learn
the currently-allocated FC_DOVAI N I D val ues for a given
Virtual _Fabric_ID.

The Get Doml d nmessage PDU Payl oad contains a Source Attribute and
Message Key Attribute.

The Message Key Attribute for the GetDom d nessage is the
Virtual _Fabric_ID. The response to this nessage returns all the
FC DOVAI N I D val ues that have been all ocated for the

Virtual Fabric_I D specified.
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5.7. Messages

The i SNSP response nessage PDU Payl oads contain a Status Code,
followed by a Iist of attributes, and have the follow ng format:

Msb LSb
0 31
oo e e e e e e e e e e e e e e e eme e +
| 4-byte STATUS CODE |
S +
| Message Key Attribute[l] (if present) |
s +
| Message Key Attribute[2] (if present) |
oo e e e e e e e e e e e e e e e eme e +
| - |
S +
| - Delimter Attribute - (if present) |
s +
| Qperating Attribute[l] (if present) |
oo e e e e e e e e e e e e e e e eme e +
| Qperating Attribute[2] (if present) |
S +
| Qperating Attribute[3] (if present) |
s +
| . |
oo e e e e e e e e e e e e e e e eme e +

The i SNSP Response nessages SHALL be sent to the iSNS Cient IP
Address and the originating TCP/UDP Port that was used for the
associ ated regi strati on and query nessage.

5.7.1. Status Code

The first field in an i SNSP response nessage PDU Payl oad is the
Status Code for the operation that was performed. The Status Code
encoding is defined in Section 5.4.

5.7.2. Message Key Attributes in Response

Dependi ng on the specific i SNSP request, the response nessage NMAY
contain Message Key Attributes. Message Key Attributes generally
contain the interesting key attributes that are affected by the
operation specified in the original iSNS registration or query
nessage.
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5.7.3. Delinter Attribute in Response

The Delimter Attribute separates the key and Qperating Attributes in
a response nessage, if they exist. The Delimter Attribute has a tag
value of 0 and a length value of 0. The Delimter Attribute is
effectively 8 bytes long: a 4-byte tag containing 0x00000000, and a 4
Byte length field contai ni ng 0x00000000.

5.7.4. Operating Attributes in Response

The Operating Attributes in a response are the results related to the
i SNS regi stration or query operation being perforned. Sone response
messages will not have Operating Attributes.

5.7.5. Registration and Query Response Message Types
The followi ng sections describe each query and nessage type.
5.7.5.1. Device Attribute Registrati on Response (DevAttrRegRsp)

The DevAttrRegRsp nessage type is 0x8001. The DevAttrRegRsp nessage
contains the results for the DevAttrReg nmessage with the sane
TRANSACTI ON | D.

The Message Key in the DevAttrRegRsp nessage SHALL return the Message
Key in the original registration message. |If the iSNS server
assigned the Entity ldentifier for a Network Entity, then the Message
Key Attribute field SHALL contain the assigned Entity Identifier.

The Qperating Attributes of the DevAttrRegRsp nmessage SHALL contain
the affected object’s key and non-key attributes that have been
explicitly nodified or created by the original DevAttrReg nessage.
Anong the Operating Attributes, each nodified or added non-key
attribute SHALL be listed after its key attribute(s) in the

DevAttr RegRsp message. Inplicitly registered attributes MIST NOT be
returned in the DevAttrRegRsp nessage. Inplicitly registered
attributes are those that are assigned a fixed defau