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Status of This Menp

This meno defines an Experinental Protocol for the Internet
community. 1t does not specify an Internet standard of any kind.
Di scussi on and suggestions for inprovenment are requested.
Distribution of this neno is unlimted.

| ESG Not e

The follow ng issues describe | ESG concerns about this docunent. The
| ESG expects that these issues will be addressed when future versions
of HI P are designed.

Thi s docunent doesn’t currently define support for paraneterized
(random zed) hashing in signatures, support for negotiation of a key
derivation function, or support for conbined encrypti on nodes.

H P defines the usage of RSA in signing and encrypting data. Current
recomendat i ons propose usage of, for exanple, RSA QAEP/ PSS for these
operations in new protocols. Changing the algorithns to nore current
best practice should be consi dered.

The current specification is currently using HVAC for nessage
authentication. This is considered to be acceptable for an
experinental RFC, but future versions nust define a nore generic
met hod for nmessage authentication, including the ability for other
MAC al gorithnms to be used.

SHA-1 is no longer a preferred hashing algorithm This is noted al so
by the authors, and it is understood that future, non-experinental
versi ons nust consider nore secure hashing al gorithmns.

H P requires that an incoming packet’s |IP address be ignored. 1In

sinple cases this can be done, but when there are security policies
based on inconmng interface or I P address rules, the situation

Moskowi tz, et al. Experi ment al [ Page 1]



RFC 5201 Host Identity Protocol April 2008

changes. The handling of data needs to be enhanced to cover
different types of network and security configurations, as well as to
neet | ocal security policies.

Abstract

This meno specifies the details of the Host ldentity Protocol (H P)
H P all ows consenting hosts to securely establish and nmaintain shared
| P-1ayer state, allow ng separation of the identifier and | ocator
roles of I P addresses, thereby enabling continuity of comunications
across | P address changes. H P is based on a Sigma-conpliant Diffie-
Hel | man key exchange, using public key identifiers froma new Host
Identity namespace for nutual peer authentication. The protocol is
designed to be resistant to denial-of-service (DoS) and man-in-the-
mddle (MtM attacks. When used together with another suitable
security protocol, such as the Encapsul ated Security Payl oad (ESP)

it provides integrity protection and optional encryption for upper-

| ayer protocols, such as TCP and UDP
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1

I ntroduction

This meno specifies the details of the Host ldentity Protocol (H P)
A high-1level description of the protocol and the underlying
architectural thinking is available in the separate H P architecture
description [ RFC4423]. Briefly, the H P architecture proposes an
alternative to the dual use of |IP addresses as "locators" (routing

| abel s) and "identifiers" (endpoint, or host, identifiers). In HP
public cryptographic keys, of a public/private key pair, are used as
Host Identifiers, to which higher |ayer protocols are bound instead
of an I P address. By using public keys (and their representations)
as host identifiers, dynanic changes to | P address sets can be
directly authenticated between hosts, and if desired, strong

aut henti cation between hosts at the TCP/IP stack | evel can be
obt ai ned.

This meno specifies the base H P protocol ("base exchange") used

bet ween hosts to establish an | P-layer communications context, called
H P association, prior to comunications. It also defines a packet
format and procedures for updating an active H P association. O her
el ements of the H P architecture are specified in other docunments,
such as.

0 "Using the Encapsul ating Security Payload (ESP) Transport Fornat
with the Host ldentity Protocol (H P)" [RFC5202]: how to use the
Encapsul ating Security Payload (ESP) for integrity protection and
optional encryption

0 "End-Host Mbility and Miulti homing with the Host ldentity
Protocol " [ RFC5206]: how to support mobility and rmultihomng in
H P

0 "Host Identity Protocol (H P) Donain Name System (DNS) Extensions"
[ RFC5205]: how to extend DNS to contain Host ldentity information

0 "Host Identity Protocol (H P) Rendezvous Extension" [RFC5204]:
usi ng a rendezvous nechanismto contact nobile H P hosts

A New Nanespace and ldentifiers

The Host ldentity Protocol introduces a new nanmespace, the Host
Identity namespace. Sone ramfications of this new nanespace are
explained in the HH P architecture description [ RFC4423].

There are two main representations of the Host ldentity, the ful
Host Identifier (H') and the Host Identity Tag (HIT). The H is a
public key and directly represents the ldentity. Since there are
different public key algorithnms that can be used with different key
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Il engths, the H is not good for use as a packet identifier, or as an
i ndex into the various operational tables needed to support H P
Consequently, a hash of the H, the Host Identity Tag (H T), becones
the operational representation. It is 128 bits long and is used in
the H P payl oads and to index the corresponding state in the end
hosts. The HI T has an inportant security property in that it is
self-certifying (see Section 3).

1.2. The H P Base Exchange

The H P base exchange is a two-party cryptographic protocol used to
est abl i sh conmuni cati ons cont ext between hosts. The base exchange is
a Sigma-conpliant [KRAO3] four-packet exchange. The first party is
called the Initiator and the second party the Responder. The four-
packet design helps to nake H P DoS resilient. The protoco

exchanges Diffie-Hellman keys in the 2nd and 3rd packets, and

aut henticates the parties in the 3rd and 4th packets. Additionally,
the Responder starts a puzzle exchange in the 2nd packet, with the
Initiator conpleting it in the 3rd packet before the Responder stores
any state fromthe exchange.

The exchange can use the Diffie-Hellman output to encrypt the Host
Identity of the Initiator in the 3rd packet (although Aura, et al.

[ AURO3] notes that such operation may interfere with packet-

i nspecting niddl eboxes), or the Host ldentity nay instead be sent
unencrypted. The Responder’s Host ldentity is not protected. It
shoul d be noted, however, that both the Initiator’s and the
Responder’s HI Ts are transported as such (in cleartext) in the
packets, allow ng an eavesdropper with a priori know edge about the
parties to verify their identities.

Dat a packets start to flow after the 4th packet. The 3rd and 4th HP
packets may carry a data payload in the future. However, the details
of this are to be defined later as nore inplenentation experience is
gai ned.

An existing H P association can be updated using the update nechani sm
defined in this docunment, and when the association is no |onger
needed, it can be closed using the defined closing nechani sm

Finally, H P is designed as an end-to-end authentication and key

est abl i shnent protocol, to be used with Encapsul ated Security Payl oad
(ESP) [RFC5202] and other end-to-end security protocols. The base
protocol does not cover all the fine-grained policy control found in
I nternet Key Exchange (I KE) [ RFC4306] that allows I KE to support
conmpl ex gateway policies. Thus, H P is not a replacenent for |IKE
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1.3. Meno Structure

The rest of this neno is structured as follows. Section 2 defines
the central keywords, notation, and ternms used throughout the rest of
the docunent. Section 3 defines the structure of the Host Ildentity
and its various representations. Section 4 gives an overview of the
H P base exchange protocol. Sections 5 and 6 define the detai

packet formats and rul es for packet processing. Finally, Sections 7,
8, and 9 discuss policy, security, and | ANA consi derati ons,
respectively.

2. Terms and Definitions

2.1. Requirenents Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2.2. Notation

[ x] i ndicates that x is optional

{x} indicates that x is encrypted.

X(y) indicates that y is a paraneter of X
<X>i indicates that x exists i tines.

--> signifies "Initiator to Responder” comuni cation (requests).
<-- signifies "Responder to Initiator" comunication (replies).

| signifies concatenation of information-- e.g., X | Y is the
concatenation of X with Y.

Ltrunc (SHA-1(), K) denotes the |l owest order K bits of the SHA-1
result.

2.3. Definitions
Unused Association Lifetinme (UAL): | mpl enent ati on-specific tine for
which, if no packet is sent or received for this tinme interval, a
host MAY begin to tear down an active association

Maxi mum Segnent Lifetime (MSL): Maxi mumtinme that a TCP segnent is
expected to spend in the network.
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Exchange Conpl ete (EC): Time that the host spends at the R2- SENT
before it noves to ESTABLISHED state. The tinmeis n * |2
retransm ssion timeout, where n is about |2_RETRI ES_MAX.

H T Hash Al gorithm Hash al gorithmused to generate a Host Identity
Tag (HI'T) fromthe Host Identity public key. Currently SHA-1
[ FI PS95] is used.

Responder’s H T Hash Al gorithm ( RHASH) : Hash al gorithm used for
various hash calculations in this docunment. The algorithmis the
same as is used to generate the Responder’s HT. RHASH is defined
by the Orchid Context ID. For HI P, the present RHASH al gorithmis
defined in Section 3.2. A future version of H P may define a new
RHASH al gorithm by defining a new Context 1D

Qpportuni stic node: H P base exchange where the Responder’'s H T is
not known a priori to the Initiator

3. Host Identifier (H) and Its Representations

In this section, the properties of the Host Identifier and Host
Identifier Tag are di scussed, and the exact format for themis
defined. In H P, the public key of an asymmetric key pair is used as
the Host ldentifier (H). Correspondingly, the host itself is
defined as the entity that holds the private key fromthe key pair.
See the H P architecture specification [ RFC4423] for nore details
about the difference between an identity and the correspondi ng
identifier.

H P i npl enentati ons MJUST support the Rivest Shamr Adel man ( RSA/ SHA1)
[ RFC3110] public key algorithm and SHOULD support the Digita
Signature Al gorithm (DSA) [ RFC2536] al gorithm other algorithns MAY
be supported.

A hashed encoding of the H, the Host ldentity Tag (H T), is used in
protocols to represent the Host ldentity. The H T is 128 bits |ong
and has the following three key properties: i) it is the sanme length
as an | Pv6 address and can be used in address-sized fields in APls

and protocols, ii) it is self-certifying (i.e., given a HT, it is
conmputationally hard to find a Host ldentity key that matches the

H T), and iii) the probability of H' T collision between two hosts is
very | ow.

Carrying H's and H Ts in the header of user data packets woul d

i ncrease the overhead of packets. Thus, it is not expected that they
are carried in every packet, but other nmethods are used to nmap the
data packets to the corresponding H's. In sone cases, this nmakes it
possible to use H P without any additional headers in the user data
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packets. For exanple, if ESP is used to protect data traffic, the
Security Paraneter Index (SPlI) carried in the ESP header can be used
to map the encrypted data packet to the correct H P association

3.1. Host ldentity Tag (H'T)

The Host ldentity Tag is a 128-bit value -- a hashed encodi ng of the
Host ldentifier. There are two advantages of using a hashed encodi ng
over the actual Host ldentity public key in protocols. Firstly, its
fixed I ength makes for easier protocol coding and al so better manages
t he packet size cost of this technology. Secondly, it presents a
consistent format to the protocol whatever underlying identity
technol ogy is used.

RFC 4843 [ RFC4843] specifies 128-bit hash-based identifiers, called
Overl ay Routabl e Cryptographic Hash lIdentifiers (ORCHI Ds). Their
prefix, allocated fromthe |Pv6 address block, is defined in

[ RFC4843]. The Host ldentity Tag is a type of ORCH D, based on a
SHA-1 hash of the Host ldentity, as defined in Section 2 of

[ RFC4843] .

3.2. Cenerating a HT froman H

The H' T MJUST be generated according to the ORCH D generation nethod
described in [ RFC4843] using a context |ID value of OxFOEF FO2F BFF4
3DOF E793 0C3C 6E61 74EA (this tag val ue has been generated randomy
by the editor of this specification), and an input that encodes the
Host Identity field (see Section 5.2.8) present in a H P payl oad
packet. The hash algorithm SHA-1 has to be used when generating H Ts
with this context ID. If a new ORCHI D hash algorithmis needed in
the future for H T generation, a new version of H P has to be
specified with a new ORCHI D context |ID associated with the new hash
al gorithm

For ldentities that are either RSA or Digital Signature Al gorithm
(DSA) public keys, this input consists of the public key encoding as
specified in the correspondi ng DNSSEC docunent, taking the algorithm
specific portion of the RDATA part of the KEY RR  There are
currently only two defined public key algorithnms: RSA/ SHA1 and DSA.
Hence, either of the follow ng applies:

The RSA public key is encoded as defined in [ RFC3110] Section 2,
taki ng the exponent length (e_len), exponent (e), and nodul us (n)
fields concatenated. The length (n_len) of the nodulus (n) can be
determined fromthe total H Length and the preceding H fields

i ncluding the exponent (e). Thus, the data to be hashed has the
same length as the H. The fields MJST be encoded in network byte
order, as defined in [RFC3110].
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The DSA public key is encoded as defined in [ RFC2536] Section 2,
taking the fields T, Q P, G and Y, concatenated. Thus, the data
to be hashed is 1 + 20 + 3 * 64 + 3 * 8 * T octets long, where T
is the size paranmeter as defined in [ RFC2536]. The size paraneter
T, affecting the field lengths, MJIST be sel ected as the m ni num
value that is long enough to acconmbdate P, G and Y. The fields
MUST be encoded in network byte order, as defined in [ RFC2536].

In Appendi x B, the public key encoding process is illustrated using
pseudo- code

4, Protocol Overview

The following nmaterial is an overview of the H P protocol operation
and does not contain all details of the packet formats or the packet
processing steps. Sections 5 and 6 describe in nore detail the
packet formats and packet processing steps, respectively, and are
normative in case of any conflicts with this section

The protocol nunber 139 has been assigned by | ANA to the Host
I dentity Protocol

The H P payl oad (Section 5.1) header could be carried in every IP
datagram However, since H P headers are relatively large (40
bytes), it is desirable to 'conpress’ the H P header so that the HP
header only occurs in control packets used to establish or change H P
associ ation state. The actual nethod for header ’'conpression’ and
for matching data packets with existing H P associations (if any) is
defined in separate docunents, describing transport formats and

met hods. All H P inplenentati ons MJST inpl enent, at mininum the ESP
transport format for H P [ RFC5202].

4.1. Creating a H P Association

By definition, the systeminitiating a H P exchange is the Initiator,
and the peer is the Responder. This distinction is forgotten once

t he base exchange conpl etes, and either party can becone the
Initiator in future conmunications.

The H P base exchange serves to nanage the establishnment of state
between an Initiator and a Responder. The first packet, 11,

initiates the exchange, and the last three packets, Rl, 12, and R2,
constitute an authenticated Diffie-Hellman [ DI F76] key exchange for
session key generation. During the Diffie-Hellman key exchange, a

pi ece of keying material is generated. The H P association keys are
drawn fromthis keying material. |f other cryptographic keys are
needed, e.g., to be used with ESP, they are expected to be drawn from
the sane keying materi al

Moskowi tz, et al. Experi ment al [ Page 10]



RFC 5201 Host Identity Protocol April 2008

The Initiator first sends a trigger packet, |1, to the Responder.

The packet contains only the HH'T of the Initiator and possibly the
H T of the Responder, if it is known. Note that in sone cases it may
be possible to replace this trigger packet by some other formof a
trigger, in which case the protocol starts with the Responder sending
the R1 packet.

The second packet, R1, starts the actual exchange. It contains a
puzzle -- a cryptographic challenge that the Initiator nust solve
before continuing the exchange. The level of difficulty of the
puzzl e can be adjusted based on level of trust with the Initiator
current load, or other factors. |In addition, the RL contains the
initial Dffie-Hellnman paraneters and a signature, covering part of
the message. Sone fields are left outside the signature to support
pre-created Ris.

In the 12 packet, the Initiator nust display the solution to the
received puzzle. Wthout a correct solution, the 12 nessage is

di scarded. The |12 also contains a Diffie-Hellnan paraneter that
carries needed information for the Responder. The packet is signed
by the sender.

The R2 packet finalizes the base exchange. The packet is signed.
The base exchange is illustrated below. The term"key" refers to the

Host Identity public key, and "sig" represents a signature using such
a key. The packets contain other paraneters not shown in this

figure.
Initiator Responder
I'1: trigger exchange
-------------------------- g sel ect preconputed R1
R1: puzzle, D-H key, sig
check sig ST remai n statel ess

sol ve puzzl e
I2: solution, D-H {key}, sig
>

compute D-H check puzzle
check sig
R2: sig
=
check sig conpute D-H
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4.1.1. H P Puzzle Mechani sm

The purpose of the H P puzzle nechanismis to protect the Responder
froma nunber of denial-of-service threats. It allows the Responder
to delay state creation until receiving 12. Furthernore, the puzzle
all ows the Responder to use a fairly cheap calculation to check that
the Initiator is "sincere" in the sense that it has churned CPU
cycles in solving the puzzle.

The puzzl e nechani sm has been explicitly designed to give space for

various inplenentation options. It allows a Responder inplenentation
to conpletely delay session-specific state creation until a valid |2
is received. |n such a case, a correctly formatted 12 can be

rejected only once the Responder has checked its validity by
conmputi ng one hash function. On the other hand, the design al so
all ows a Responder inplenentation to keep state about received I1s,
and match the received |12s against the state, thereby allow ng the
i npl enentation to avoid the conputational cost of the hash function
The drawback of this latter approach is the requirenent of creating
state. Finally, it also allows an inplenentation to use other

conbi nati ons of the space-saving and conputation-savi ng nechani sns.

The Responder can remmin statel ess and drop nost spoofed |2s because
puzzle calculation is based on the Initiator’s Host Identity Tag.

The idea is that the Responder has a (perhaps varying) number of pre-
cal cul ated Rl packets, and it selects one of these based on the
information carried in 11. Wen the Responder then | ater receives
12, it can verify that the puzzl e has been sol ved using the
Initiator’s HHT. This makes it inpractical for the attacker to first
exchange one |1/ Rl, and then generate a | arge nunber of spoofed I2s
that seenmingly come fromdifferent H Ts. The nethod does not protect
froman attacker that uses fixed H Ts, though. Against such an
attacker a viable approach may be to create a piece of local state,
and renenber that the puzzle check has previously failed. See
Appendi x A for one possible inplenmentation. |nplenentations SHOULD

i nclude sufficient randommess to the algorithmso that algorithnic
conpl exity attacks becone inpossible [ CRO03].

The Responder can set the puzzle difficulty for Initiator, based on
its level of trust of the Initiator. Because the puzzle is not
included in the signature cal cul ati on, the Responder can use pre-

cal cul ated Rl packets and include the puzzle just before sending the
Rl to the Initiator. The Responder SHOULD use heuristics to
determine when it is under a denial-of-service attack, and set the
puzzle difficulty value K appropriately; see bel ow
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4.1.2. Puzzl e Exchange

The Responder starts the puzzle exchange when it receives an I1. The

Responder supplies a random nunber |, and requires the Initiator to
find a nunber J. To select a proper J, the Initiator nmust create the
concatenation of I, the H Ts of the parties, and J, and take a hash

over this concatenation using the RHASH algorithm The | owest order
Kbits of the result MUST be zeros. The value K sets the difficulty
of the puzzle.

To generate a proper nunber J, the Initiator will have to generate a
nunber of Js until one produces the hash target of zeros. The
Initiator SHOULD give up after exceeding the puzzle lifetime in the
PUZZLE paranmeter (Section 5.2.4). The Responder needs to re-create
the concatenation of I, the HTs, and the provided J, and conpute the
hash once to prove that the Initiator did its assigned task

To prevent preconputation attacks, the Responder MJST sel ect the
nunber | in such a way that the Initiator cannot guess it.
Furthernmore, the construction MIUST allow the Responder to verify that
the value was indeed selected by it and not by the Initiator. See
Appendi x A for an exanple on how to inplenent this.

Usi ng the Opaque data field in an ECHO REQUEST SI GNED

(Section 5.2.17) or in an ECHO REQUEST UNSI GNED par anet er

(Section 5.2.18), the Responder can include sone data in Rl that the
Initiator nust copy unnodified in the corresponding |2 packet. The
Responder can generate the Opaque data in various ways; e.g., using
some secret, the sent I, and possibly other related data. Using the
sanme secret, the received | (fromthe 12), and the other related data
(if any), the Receiver can verify that it has itself sent the |I to
the Initiator. The Responder MJST periodically change such a used
secret.

It is RECOWENDED that the Responder generates a new puzzle and a new
Rl once every few mnutes. Furthernore, it is RECOWENDED t hat the
Responder renenbers an old puzzle at |east 2*Lifetinme seconds after
the puzzl e has been deprecated. These tine values allow a sl ower
Initiator to solve the puzzle while linmting the usability that an
ol d, solved puzzle has to an attacker.

NOTE: The protocol devel opers explicitly considered whether Rl should
include a tinestanp in order to protect the Initiator fromreplay
attacks. The decision was to NOT include a tinestanp.

NOTE: The protocol devel opers explicitly considered whether a nmenory

bound function should be used for the puzzle instead of a CPU bound
function. The decision was not to use nmenory-bound functions. At
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the tine of the decision, the idea of menory-bound functions was
relatively new and their I PR status were unknown. Once there is nore
experi ence about menory-bound functions and once their IPR status is
better known, it may be reasonable to reconsider this decision

4,1.3. Authenticated Diffie-Hellman Protoco

The packets R1, 12, and R2 inplenment a standard authenticated Diffie-
Hel | man exchange. The Responder sends one or two public Diffie-
Hel | man keys and its public authentication key, i.e., its Host
Identity, in RL. The signature in RL allows the Initiator to verify
that the Rl has been once generated by the Responder. However, since
it is preconputed and therefore does not cover all of the packet, it
does not protect fromreplay attacks.

When the Initiator receives an Rl, it gets one or two public Diffie-

Hel I man val ues fromthe Responder. |If there are two values, it
sel ects the val ue corresponding to the strongest supported Goup ID
and conputes the Diffie-Hellnman session key (Kij). It creates a HP

associ ation using keying naterial fromthe session key (see

Section 6.5), and nmay use the association to encrypt its public

aut hentication key, i.e., Host ldentity. The resulting |2 contains
the Initiator’s Diffie-Hellman key and its (optionally encrypted)
public authentication key. The signature in |12 covers all of the
packet .

The Responder extracts the Initiator Diffie-Hellman public key from
the 12, conputes the Diffie-Hellnan session key, creates a
correspondi ng H P associ ation, and decrypts the Initiator’s public
aut hentication key. It can then verify the signature using the

aut henti cation key.

The final nmessage, R2, is needed to protect the Initiator fromreplay
at t acks.

4.1.4. H P Replay Protection

The H P protocol includes the follow ng nmechanisns to protect against
mal i ci ous replays. Responders are protected against replays of |1
packets by virtue of the stateless response to I1s with presigned RL
messages. Initiators are protected against Rl replays by a
nonot oni cally increasing "Rl generation counter” included in the RI1.
Responders are protected agai nst replays or false |I2s by the puzzle
mechani sm (Section 4.1.1 above), and optional use of opaque data.
Hosts are protected against replays to R2s and UPDATEs by use of a

| ess expensive HVAC verification preceding H P signature
verification.
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The R1 generation counter is a nonotonically increasing 64-bit
counter that nmay be initialized to any value. The scope of the
counter MAY be systemw de but SHOULD be per Host ldentity, if there
is nmore than one local host identity. The value of this counter
SHOULD be kept across systemreboots and invocations of the H P base
exchange. This counter indicates the current generation of puzzles.
| mpl enent ati ons MUST accept puzzles fromthe current generation and
MAY accept puzzles fromearlier generations. A systenis |oca
counter MJST be incremented at |east as often as every time old Rls
cease to be valid, and SHOULD never be decremented, |est the host
expose its peers to the replay of previously generated, higher
numbered Rls. The Rl counter SHOULD NOT roll over

A host may receive nore than one Rl, either due to sending multiple
I1s (Section 6.6.1) or due to a replay of an old RL. When sending
multiple I1ls, an Initiator SHOULD wait for a small anmount of time (a
reasonable time may be 2 * expected RTT) after the first Rl reception
to allow possibly multiple Rls to arrive, and it SHOULD respond to an
R1 anong the set with the largest Rl generation counter. |If an
Initiator is processing an Rl or has already sent an 12 (stil

waiting for R2) and it receives another RL with a larger Rl
generation counter, it MAY elect to restart Rl processing with the
fresher Rl, as if it were the first RL to arrive

Upon conclusion of an active H P association with another host, the
Rl generation counter associated with the peer host SHOULD be
flushed. A local policy MAY override the default flushing of Rl
counters on a per-H T basis. The reason for recommendi ng the
flushing of this counter is that there may be hosts where the Rl
generation counter (occasionally) decreases; e.g., due to hardware
failure.

4.1.5. Refusing a H P Exchange

A HI P-aware host may choose not to accept a H P exchange. |If the
host’s policy is to only be an Initiator, it should begin its owm H P
exchange. A host MAY choose to have such a policy since only the
Initiator’s H is protected in the exchange. There is a risk of a
race condition if each host’s policy is to only be an Initiator, at
whi ch point the H P exchange will fail

If the host’s policy does not permit it to enter into a H P exchange
with the Initiator, it should send an | CMP ’'Desti nati on Unreachabl e,
Admi ni stratively Prohibited nessage. A nore conplex H P packet is
not used here as it actually opens up nore potential DoS attacks than
a sinple | CMP nessage
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4.1.6. H P Opportunistic Mde

It is possible to initiate a H P negotiation even if the Responder’s
H (and HI'T) is unknown. In this case, the connection initializing
I 1 packet contains NULL (all zeros) as the destination HHT. This

ki nd of connection setup is called opportunistic node.

There are both security and APl issues involved with the
opportuni stic node.

G ven that the Responder’s H is not known by the Initiator, there
nmust be suitable APl calls that allow the Initiator to request,
directly or indirectly, that the underlying kernel initiate the HP
base exchange solely based on |locators. The Responder’s H wll be
tentatively available in the RL packet, and in an authenticated form
once the R2 packet has been received and verified. Hence, it could
be conmuni cated to the application via new APl nechani snms. However
wi th a backwards-conpatible APl the application sees only the

| ocators used for the initial contact. Depending on the desired
semantics of the APlI, this can raise the follow ng issues

o The actual locators may |ater change if an UPDATE nessage i s used,

even if fromthe APl perspective the session still appears to be
bet ween specific locators. The |locator update is still secure,
however, and the session is still between the same nodes.

o Different sessions between the same locators may result in
connections to different nodes, if the inplenmentation no |onger
renmenbers which identifier the peer had in another session. This
i s possible when the peer’s |ocator has changed for legitinate
reasons or when an attacker pretends to be a node that has the
peer’s locator. Therefore, when using opportunistic node, H P
MUST NOT pl ace any expectation that the peer’s H returned in the
R1 nmessage matches any HI previously seen fromthat address.

If the H P inplenentation and application do not have the sane
under st andi ng of what constitutes a session, this may even happen
within the same session. For instance, an inplenentation nay not
know when H P state can be purged for UDP-based applications.

o As with all H P exchanges, the handling of |ocator-based or
i nterface-based policy is unclear for opportunistic node HP. An
application nay make a connection to a specific |ocator because
the applicati on has know edge of the security properties along the
network to that locator. |If one of the nodes noves and the
| ocators are updated, these security properties may not be
mai nt ai ned. Depending on the security policy of the application
this may be a problem This is an area of ongoing study. As an
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exanple, there is work to create an APl that applications can use
to specify their security requirenments in a simlar context
[l Psec- API s] .

In addition, the follow ng security considerations apply. The
generation counter nechanismw |l be less efficient in protecting
agai nst replays of the Rl packet, given that the Responder can choose
a replay that uses any H, not just the one given in the |1 packet.

More inportantly, the opportunistic exchange is vulnerable to man-in-
the-m ddl e attacks, because the Initiator does not have any public
key informati on about the peer. To assess the inpacts of this

vul nerability, we conpare it to vulnerabilities in current, non-Hl P-
capabl e communi cati ons.

An attacker on the path between the two peers can insert itself as a
man-in-the-mddle by providing its own identifier to the Initiator
and then initiating another H P session towards the Responder. For
this to be possible, the Initiator nust enploy opportunistic node,
and t he Responder nust be configured to accept a connection from any
HI P- enabl ed node.

An attacker outside the path will be unable to do so, given that it
cannot respond to the nessages in the base exchange.

These properties are characteristic also of communications in the
current Internet. A client contacting a server w thout enploying
end-to-end security may find itself talking to the server via a nan-
in-the-m ddl e, assuming again that the server is willing to talk to
anyone.

If end-to-end security is in place, then the worst that can happen in
both the opportunistic HHP and normal | P cases is denial-of-service;
an entity on the path can di srupt conmunications, but will be unable
to insert itself as a man-in-the-m ddle.

However, once the opportunistic exchange has successful ly conpl et ed,
H P provides integrity protection and confidentiality for the
communi cati ons, and can securely change the | ocators of the
endpoi nt s.

As a result, it is believed that the H P opportunistic node is at
| east as secure as current |P
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4.2. Updating a H P Associ ation

A H P associ ation between two hosts may need to be updated over tine.
Exanpl es i nclude the need to rekey expiring user data security

associ ations, add new security associations, or change |P addresses
associated with hosts. The UPDATE packet is used for those and ot her
sim lar purposes. This docunent only specifies the UPDATE packet
format and basic processing rules, with mandatory parameters. The
actual usage is defined in separate specifications.

H P provides a general purpose UPDATE packet, which can carry
multiple H P paraneters, for updating the H P state between two
peers. The UPDATE nechani sm has the followi ng properties:

UPDATE messages carry a nonotonically increasing sequence nunber
and are explicitly acknow edged by the peer. Lost UPDATEs or
acknow edgnments may be recovered via retransm ssion. Miltiple
UPDATE nessages nay be outstandi ng under certain circunstances.

UPDATE is protected by both HVAC and HI P_SI GNATURE par anet ers,
si nce processi ng UPDATE signatures alone is a potential DoS attack
agai nst internedi ate systens.

UPDATE packets are explicitly acknow edged by the use of an

acknow edgnent paraneter that echoes an individual sequence nunber
received fromthe peer. A single UPDATE packet may contain both a
sequence nunber and one or nore acknow edgnent nunbers (i.e.

pi ggybacked acknow edgnment (s) for the peer’s UPDATE)

The UPDATE packet is defined in Section 5.3.5.
4.3. Error Processing

H P error processing behavi or depends on whether or not there exists
an active H P association. 1In general, if a H P association exists
bet ween the sender and receiver of a packet causing an error
condition, the receiver SHOULD respond with a NOTIFY packet. On the
other hand, if there are no existing H P associ ati ons between the
sender and receiver, or the receiver cannot reasonably determ ne the
identity of the sender, the receiver MAY respond with a suitable | CW
message; see Section 5.4 for nore details.

The H P protocol and state nachine is designed to recover from one of

the parties crashing and losing its state. The follow ng scenarios
descri be the main use cases covered by the design
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No prior state between the two systens.

The systemwith data to send is the Initiator. The process
foll ows the standard four-packet base exchange, establishing
the H P associ ation

The systemwith data to send has no state with the receiver, but
the receiver has a residual H P association

The systemwith data to send is the Initiator. The Initiator
acts as in no prior state, sending I1 and getting RL. \When the
Responder receives a valid 12, the old association is

"di scovered’ and del eted, and the new association is

est abl i shed.

The systemwith data to send has a H P association, but the
recei ver does not.

The system sends data on the outbound user data security
associ ation. The receiver ’'detects’ the situation when it
receives a user data packet that it cannot match to any H P
associ ation. The receiving host MJST discard this packet.

Optionally, the receiving host MAY send an | CVMP packet, with
the type Paraneter Problem to informthe sender that the H P
associ ati on does not exist (see Section 5.4), and it MAY
initiate a new H P negotiation. However, responding with these
optional nechanisns is inplenentation or policy dependent.

4.4, HP State Machine

The HI P protocol itself has little state. |In the H P base exchange
there is an Initiator and a Responder. Once the security

associ ations (SAs) are established, this distinctionis lost. [If the
H P state needs to be re-established, the controlling paraneters are
whi ch peer still has state and which has a datagramto send to its
peer. The follow ng state nachine attenpts to capture these
processes.

The state machine is presented in a single systemview, representing
either an Initiator or a Responder. There is not a conplete overlap
of processing logic here and in the packet definitions. Both are
needed to conpletely inplement H P

| mpl ement ors nust understand that the state nachine, as described

here, is informational. Specific inplenmentations are free to
i npl ement the actual functions differently. Section 6 describes the
packet processing rules in nore detail. This state nmachi ne focuses
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on the HP I'1, Rl1, 12, and R2 packets only. Qher states may be
i ntroduced by mechani sms in other specifications (such as nobility
and rnul ti honi ng).

4.4,1. H P States

T o o o e e e e e e e e e e e e e e e e e eeea oo +
| State | Expl anation |
Fmm e e e e o o o e e e e e e e e e e e e e e e e e e ma— oo +
| UNASSCCI ATED | State nmachine start |
| | |
| 121-SENT | Initiating base exchange |
| | |
| |2-SENT | Waiting to conplete base exchange |
| | |
| R2- SENT | Waiting to conplete base exchange |
| | |
| ESTABLI SHED | H P association established |
| | |
| CLCSI NG | HI P association closing, no data can be |
| | sent |
| | |
| CLOSED | HI P association closed, no data can be sent

| | |
| E-FAILED | HI P exchange failed |
Fom e e e ek oo e e e e e e e e e e e e e e e e e e eeee oo +

Table 1: H P States
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4.4, 2. H P State Processes

System behavi or in state UNASSOCI ATED, Table 2.

User data to send,
requiring a new H P
associ ati on

Send 11 and go to |1-SENT

Receive |11 Send R1 and stay at UNASSOCI ATED

Receive 12, process I f successful, send R2 and go to R2- SENT

Recei ve user data
for unknown H P
associ ati on

Optionally send |CVMP as defined in
Section 5.4 and stay at UNASSCOCI ATED

Recei ve CLOSE Optionally send | CMP Paraneter Probl em and

I I
I I
I I
I I
I I
I I
| |
| I'f fail, stay at UNASSOCI ATED |
I I
I I
I I
I I
| |
| stay at UNASSOCI ATED |
I I
I I

Recei ve ANYOTHER Drop and stay at UNASSCOCI ATED

Tabl e 2: UNASSCCI ATED - Start state
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System behavior in state |11-SENT, Table 3.

Receive |11 If the local HIT is snaller than the peer

H T, drop Il and stay at | 1- SENT

If the local HI'T is greater than the peer
H T, send RL and stay at |1 SENT
Receive 12, process I f successful, send R2 and go to R2- SENT

If fail, stay at |1-SENT

If fail, stay at |1-SENT
Recei ve ANYOTHER Drop and stay at |1-SENT

Ti meout, increnent
ti meout counter

If counter is less than |1 _RETRI ES MAX,
send 11 and stay at |1-SENT

If counter is greater than |1 RETRI ES MAX,

I
I
I
I
I
I
I
I
I
I
| Receive Rl, process
I
I
I
I
I
I
I
I
I
| go to E-FAILED

I
I
I
I
I
I
I
I
|
I f successful, send 12 and go to |2-SENT
I
I
I
I
I
I
I
I
I
I

Table 3: 11-SENT - Initiating HP
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System behavior in state |2-SENT, Table 4.

Receive |11 Send Rl and stay at |2-SENT

Recei ve Rl, process I f successful, send |2 and cycle at |2-SENT
If fail, stay at |2-SENT

I f successful and local HT is snmaller than
the peer H T, drop |2 and stay at |2-SENT

Receive 12, process

I f successful and local H T is greater than
the peer HT, send R2 and go to R2- SENT

Recei ve R2, process I f successful, go to ESTABLI SHED
If fail, stay at |2-SENT
Recei ve ANYOTHER Drop and stay at |2-SENT

Ti meout, i ncrenent
ti meout counter

If counter is less than | 2_RETRI ES_MAX,
send |2 and stay at |2-SENT

If counter is greater than |2_RETRI ES_MAX,

| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| If fail, stay at |2-SENT |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| go to E-FAILED |

Table 4: 12-SENT - Waiting to finish H P
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System behavior in state R2- SENT, Table 5.

Receive |11 Send Rl and stay at R2- SENT

Receive 12, process I f successful, send R2 and cycle at R2- SENT

If fail, stay at R2- SENT

Recei ve Rl Drop and stay at R2- SENT

Receive R2 Drop and stay at R2- SENT

Recei ve data or Move t o ESTABLI SHED
UPDATE

Exchange Conpl ete Move to ESTABLI SHED
Ti neout

Table 5: R2-SENT - Waiting to finish HP
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System behavior in state ESTABLI SHED, Tabl e 6.

Receive 11

Receive |12, process
with puzzle and
possi bl e Opaque
data verification

Recei ve R1
Recei ve R2

Recei ve user data
for H P associ ati on

No packet
sent/recei ved
during UAL m nutes

Recei ve CLCSE,
process

Send R1 and stay at ESTABLI SHED

| f successful, send R2, drop old HP
associ ation, establish a new H P
associ ation, go to R2- SENT

If fail, stay at ESTABLI SHED

Drop and stay at ESTABLI SHED

Drop and stay at ESTABLI SHED

Process and stay at ESTABLI SHED

Send CLOSE and go to CLOSI NG

I f successful, send CLOSE ACK and go to
CLOSED

If fail, stay at ESTABLI SHED

Tabl e 6: ESTABLI SHED - HI P associ ati on establ i shed
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System behavior in state CLOSING Table 7.

User data to send,
requires the
creation of another
i ncarnation of the
H P associ ati on

Receive 11

Receive |12, process

Recei ve R1l, process

Recei ve CLOCSE,
process

Recei ve CLOSE_ACK,
process

Recei ve ANYOTHER

Ti meout, increnent
ti meout sum reset
tinmer

Table 7: CLOSING - HI P associ ati on has not been used for

Moskowi tz, et al.

Send 11 and stay at CLOSI NG

Send R1 and stay at CLOSI NG

I f successful, send R2 and go to R2- SENT

If fail, stay at CLOSI NG

I f successful, send 12 and go to |2-SENT

If fail, stay at CLOSI NG

I f successful, send CLOSE ACK, discard
state and go to CLOSED

If fail, stay at CLOSI NG

I f successful, discard state and go to
UNASSCOCI ATED

If fail, stay at CLOSI NG

Drop and stay at CLOSI NG

If tineout sumis |ess than UAL+MSL
m nutes, retransmt CLOSE and stay at

CLOSI NG

If tineout sumis greater than UAL+MSL
m nutes, go to UNASSOCI ATED

2008

UAL m nut es
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System behavior in state CLOSED, Table 8.

Datagram to send,
requires the
creation of another
i ncarnation of the
H P associ ati on

Send 11, and stay at CLOSED

Receive |11 Send R1 and stay at CLOSED

Receive 12, process I f successful, send R2 and go to R2- SENT
If fail, stay at CLOSED
Recei ve R1l, process I f successful, send 12 and go to |2-SENT

Recei ve CLOCSE,
process

I f successful, send CLOSE ACK, stay at
CLOSED

If fail, stay at CLOSED

Recei ve CLOSE_ACK,
process

I f successful, discard state and go to
UNASSCOCI ATED

If fail, stay at CLOSED

Recei ve ANYOTHER

| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
: :
| If fail, stay at CLOSED |
| |
| |
| |
| |
| |
| |
| |
| |
| |
: :
| Drop and stay at CLOSED |
| |
| |

Di scard state, and go to UNASSCCI ATED

Tabl e 8: CLOSED - CLOSE _ACK sent, resending CLOSE ACK if necessary
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System behavior in state E-FAILED, Table 9.

o oo m e e e e e e e e e e e e e e e me o +
| Trigger | Action |
o e e e e e e e e o e e e e e e e e e e e e e e e e e e e e e +
| Wait for | Go to UNASSOCI ATED. Re-negotiation is |
| inplenmentation-specific | possible after noving to UNASSOCI ATED |
| tinme | state. |
o oo m e e e e e e e e e e e e e e e me o +

Table 9: E-FAILED - HI P failed to establish association with peer
4.4.3. Sinplified HHP State Di agram
The foll owi ng di agram shows the major state transitions. Transitions

based on received packets inplicitly assune that the packets are
successful Iy authenticated or processed.
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+- + e +
Il received, send RL | | | |
| v v |
Datagramto send +-------------- + 12 received, send R2 |
s | UNASSCCI ATED |--------------- + |
Send |11 | R + | |
v | |
e + 12 received, send R2 | |
Fom-->] L L-SENT | mmmmmmmmm i m e e + |
| R + || |
| | N R LR ELEE +] |
| | Rl received, | 12 received, send R2 [ | | |
| v send |2 | V V V |
| tmmmmmmaas + | tmmmmmmaas + |
| +->] I2-SENT [------------ + | R2-SENT |<----+ |
I + oo o
|| | | ||
|| | dat a ||
| |receive | or | | ]
| |RL, send | EC timeout| receive 12, |
| |12 | R2 received +-------------- + | send R2| |
| ] S >| ESTABLISHED |<------- +| | ]
| e + |
| | | | receive 12, send R2 |
| recv+------------ + | R +
|| CLGSE, | | ||
| ] send| No packet sent| | ]
| CLOSE_ACK| /received for | ti meout |
| | UAL min, send | R L +<-+ (UAL+MSL) | |
| | CLOSE +--->| CLOSING |--+ retransmit | |
|| | tooooooo-- + CLGSE ||
o] R ERERTPEEE w1 |
R I T + | R e +
| | TS E A TS | -- 4+
| S + | receive CLCSE, CLOSE_ACK [
| | | send CLOSE_ACK received or |
| | | ti meout |
| || (UAL+MBL) ||
| Vv ||
| e + receive 12, send R2 |
R L E | CLOSED |--------------------------- + |
Fomm + I +
A \-em - - /[ tinmeout (UAL+2MSL),
+-+ nmove to UNASSOCI ATED

CLCSE received, send CLOSE_ACK
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4.5. User Data Considerations
4.5.1. TCP and UDP Pseudo- Header Conputation for User Data

When conputing TCP and UDP checksuns on user data packets that flow

t hrough sockets bound to H Ts, the |1 Pv6 pseudo-header fornat

[ RFC2460] MUST be used, even if the actual addresses on the packet
are | Pv4 addresses. Additionally, the H Ts MJST be used in the place
of the IPv6 addresses in the | Pv6 pseudo-header. Note that the
pseudo- header for actual H P payloads is conputed differently; see
Section 5.1. 1.

4.5.2. Sending Data on H P Packets

A future version of this docunent may define how to include user data
on various H P packets. However, currently the H P header is a
term nal header, and not followed by any other headers.

4.5.3. Transport Formats

The actual data transmission format, used for user data after the HP
base exchange, is not defined in this docunment. Such transport
formats and met hods are described in separate specifications. Al

H P i npl enentati ons MJST inplenent, at mninum the ESP transport
format for H P [ RFC5202].

When new transport formats are defined, they get the type value from
the H P Transformtype val ue space 2048-4095. The order in which the
transport formats are presented in the RL packet, is the preferred
order. The last of the transport formats MJST be ESP transport
format, represented by the ESP_TRANSFORM par anet er.

4.5.4. Reboot and SA Ti neout Restart of H P

Simulating a loss of state is a potential DoS attack. The follow ng
process has been crafted to nanage state recovery w thout presenting
a DoS opportunity.

If a host reboots or the HI P association tinmes out, it has lost its
H P state. |If the host that lost state has a datagramto send to the
peer, it sinply restarts the H P base exchange. After the base
exchange has conpleted, the Initiator can create a new SA and start
sendi ng data. The peer does not reset its state until it receives a
valid |12 H P packet.

If a systemreceives a user data packet that cannot be nmatched to any

existing H P association, it is possible that it has lost the state
and its peer has not. It MAY send an | CVMP packet with the Paraneter
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4.

5.

5.

Problemtype, and with the pointer pointing to the referred H P-

rel ated association information. Reacting to such traffic depends on
the inplenentati on and the environnent where the inplenentation is
used.

If the host, that apparently has lost its state, decides to restart
the H P base exchange, it sends an |1 packet to the peer. After the
base exchange has been conpl eted successfully, the Initiator can
create a new H P association and the peer drops its old SA and
creates a new one.

6. Certificate Distribution

Thi s docunent does not define howto use certificates or howto
transfer them between hosts. These functions are expected to be
defined in a future specification. A paraneter type value, nmeant to
be used for carrying certificates, is reserved, though: CERT, Type
768; see Section 5. 2.

Packet Formats
1. Payl oad For mat
All H P packets start with a fixed header.
0 1 2 3
01234567890123456789012345678901
B T T o S T o il s S S S S S i S il i
Next Header | Header Length | 0| Packet Type | VER | RES. |1
B s o s o S S e e S i TRIE TR TR S S S e e o o e i =
Checksum | Control s |

B i T e S i i i i T S S e e S i o i I T N S
Sender’s Host Identity Tag (HIT)

Receiver’'s Host ldentity Tag (HIT)
e o T o S e e s i i i L e i ol o S S S S S S S o

+-
|

+-

|

+-

|

|

|

|

B e e i S e e T s i i S T R SR S S S S T S i
|

|

|

|

+-

|

/ H P Paraneters /
/ /
|
+-

I
I
I
|
+
I
I
I
I
+
|
I
+

i S T o o S S S e S S S S S e T T
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The H P header is logically an | Pv6 extension header. However, this
docunent does not describe processing for Next Header val ues other
than deci mal 59, | PPROTO NONE, the I Pv6 'no next header’ val ue
Future docunments MAY do so. However, current inplenentations MJST
ignore trailing data if an uninplemented Next Header value is
received.

The Header Length field contains the length of the H P Header and H P
paraneters in 8-byte units, excluding the first 8 bytes. Since all

H P headers MJST contain the sender’s and receiver’'s HT fields, the
m ni mum value for this field is 4, and conversely, the maxi num |l ength
of the HHP Paranmeters field is (255*8)-32 = 2008 bytes. Note: this

sets an additional linmt for sizes of parameters included in the
Paraneters field, independent of the individual paraneter maxinmum
| engt hs.

The Packet Type indicates the H P packet type. The individual packet
types are defined in the relevant sections. |If a H P host receives a
H P packet that contains an unknown packet type, it MJST drop the
packet .

The H P Version is four bits. The current version is 1. The version
nunber is expected to be increnented only if there are inconpatible
changes to the protocol. Most extensions can be handl ed by defining
new packet types, new paraneter types, or new controls.

The following three bits are reserved for future use. They MJST be
zero when sent, and they SHOULD be ignored when handling a received
packet .

The two fixed bits in the header are reserved for potential SH M
conmpatibility [SH M6-PROTQ . For inplenmentations adhering (only) to
this specification, they MJST be set as shown when sendi ng and MJST
be ignored when receiving. This is to ensure optinmal forward
compatibility. Note that for inplenentations that inplenent other
conpati ble specifications in addition to this specification, the
corresponding rules nmay well be different. For exanple, in the case
that the forthcom ng SH Ms protocol happens to be conpatible with
this specification, an inplenentation that inplenents both this
specification and the SH M5 protocol may need to check these bits in
order to determ ne how to handl e the packet.

The HT fields are always 128 bits (16 bytes) |ong.
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5.1.1. Checksum

Since the checksum covers the source and destination addresses in the
| P header, it must be reconputed on H P-aware NAT devi ces.

If IPv6 is used to carry the H P packet, the pseudo-header [RFC2460]
contains the source and destination |IPv6 addresses, H P packet |ength
in the pseudo-header length field, a zero field, and the H P protoco
nunber (see Section 4) in the Next Header field. The length field is
in bytes and can be calculated fromthe H P header length field: (H P
Header Length + 1) * 8.

In case of using |Pv4, the | Pv4 UDP pseudo- header fornmat [ RFCO768] is
used. In the pseudo-header, the source and destination addresses are
those used in the I P header, the zero field is obviously zero, the
protocol is the H P protocol nunber (see Section 4), and the length
is calculated as in the I Pv6 case.

5.1.2. HP Controls

The H P Controls section conveys information about the structure of
t he packet and capabilities of the host.

The following fields have been defi ned:

i i T S e e R ik ot (EIE DR T R S
O O A I I A e e e
B o o i i i ik S S R SR

A - Anonynous: If this is set, the sender’s H in this packet is
anonynous, i.e., one not listed in a directory. Anonynous Hl's

SHOULD NOT be stored. This control is set in packets Rl and/or
2. The peer receiving an anonynous H may choose to refuse it.

The rest of the fields are reserved for future use and MJST be set to
zero on sent packets and ignored on received packets.

5.1.3. H P Fragnentation Support

A H P inplenentation nust support |IP fragnmentation/reassenbly.
Fragnment reassenbly MJST be inplenmented in both I Pv4 and | Pv6, but
fragment generation is REQU RED to be inplenented in | Pv4 (IPv4
stacks and networks will usually do this by default) and RECOMMENDED
to be inplenented in IPv6. |In |Pv6 networks, the mnimum MIU is

| arger, 1280 bytes, than in |IPv4 networks. The larger MIU size is
usual ly sufficient for nost H P packets, and therefore fragnent
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generation may not be needed. |f a host expects to send H P packets
that are larger than the mininumIPv6 MIU, it MJST inplenment fragnent
generation even for |Pv6.

In I Pv4 networks, HI P packets may encounter |ow MIUs al ong their
routed path. Since H P does not provide a nechanismto use nultiple
| P datagrans for a single H P packet, support for path MIU di scovery
does not bring any value to HHP in IPv4 networks. H P-aware NAT
devi ces MJST perform any | Pv4 reassenbl y/fragmentation

Al'l H P inplenentations have to be careful while enploying a
reassenbly algorithmso that the algorithmis sufficiently resistant
to DoS attacks.

Because certificate chains can cause the packet to be fragmented and
fragmentati on can open inplenmentation to denial -of-service attacks

[ KAUO3], it is strongly reconmended that the separate documnent
specifying the certificate usage in the H P Base Exchange defines the
usage of "Hash and URL" formats rather than including certificates in
exchanges. Wth this, nost problens related to DoS attacks with
fragment ati on can be avoi ded.

5.2. H P Paraneters
The H P Paraneters are used to carry the public key associated with
the sender’s HI T, together with related security and ot her
i nformati on. They consist of ordered paraneters, encoded in TLV
format.

The follow ng paraneter types are currently defined.
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back; under signature

o e e e S Fome oo o e e e e +
| TLV | Type | Length | Data |
o Fome oo Fome e oo o e e ee e oo +
| R1_COUNTER | 128 | 12 | System Boot Counter |
| | | | |
| PUZZLE | 257 | 12 | K and Random #l |
| | | | |
| SOLUTI ON | 321 | 20 | K, Random #| and |
| | | | puzzle solution J |
| | | | |
| SEQ | 385 | 4 | Update packet 1D |
| | | | number |
| | | | |
| ACK | 449 | variable | Update packet |ID |
| | | | nurber |
| | | | |
| DI FFl E_HELLMAN | 513 | variable | public key |
| | | | |
| HI P_TRANSFORM | 577 | variable | H P Encryption and |
| | | | Integrity Transform |
| | | | |
| ENCRYPTED | 641 | variable | Encrypted part of 12 |
I I I I packet I
| HOST_ ID | 705 | variable | Host Identity with |
| | | | Fully-Qualified |
| | | | Dormain FQDN (Nane) or |
| | | | Network Access |
| | | | lIdentifier (NA) |
| | | | |
| CERT | 768 | variable | H Certificate; used |
| | | | to transfer |
| | | | certificates. Usage |
| | | | is not currently |
| | | | defined, but it wll |
| | | | be specified in a |
| | | | separate docunent |
| | | | once needed. |
| | | | |
| NOTI FI CATI ON | 832 | variable | Informational data |
| | | | |
| ECHO REQUEST_SI GNED | 897 | variable | Opaque data to be |
| | | | echoed back; under |
| | | | signature |
| | | | |
| ECHO RESPONSE_SI GNED | 961 | variable | Opaque data echoed |
| | | | |
| | | | |
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HVAC 61505 vari abl e HVMAC- based nessage
aut henti cati on code,
with key materi al

from H P_TRANSFORM
HVAC 2 61569 vari abl e HVAC based nessage
aut henti cati on code,
with key materi al
from H P_TRANSFORM
Compared to HVAC, the
HOST I D paraneter is
i ncluded in HVAC 2
cal cul ati on.

HI P_SI GNATURE 2 61633

vari abl e Signature of the Rl

packet

HI P_SI GNATURE 61697 vari abl e Si gnature of the

packet
ECHO REQUEST _UNSI GNED 63661 vari abl e Opaque data to be
echoed back; after
signature

ECHO_RESPONSE_UNSI GNED | 63425

vari abl e Opaque data echoed

back; after signature

Because the ordering (fromlowest to highest) of H P paraneters is
strictly enforced (see Section 5.2.1), the paraneter type values for
exi sting paraneters have been spaced to allow for future protoco
extensions. Paraneters nunbered between 0-1023 are used in HP
handshake and updat e procedures and are covered by signatures.

Par anet ers nunbered between 1024-2047 are reserved. Paraneters
nunbered between 2048-4095 are used for paraneters related to HP
transformtypes. Paraneters nunbered between 4096 and (2716 - 2712)
61439 are reserved. Paraneters nunbered between 61440- 62463 are used
for signatures and signed MACs. Paraneters nunbered between 62464-
63487 are used for parameters that fall outside of the signed area of
t he packet. Parameters nunbered between 63488-64511 are used for
rendezvous and ot her relaying services. Paraneters nunbered between
64512- 65535 are reserved.
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5.2.1. TLV For nat

The TLV-encoded paraneters are described in the foll ow ng
subsections. The type-field value al so describes the order of these
fields in the packet, except for type values from 2048 to 4095 which
are reserved for new transport forns. The paraneters MJST be

i ncluded in the packet such that their types form an increasing
order. |If the paraneter can exist nultiple tines in the packet, the
type value nay be the sane in consecutive paraneters. |If the order
does not follow this rule, the packet is considered to be nalforned
and it MJST be di scarded.

Paraneters using type values from 2048 up to 4095 are transport
formats. Currently, one transport format is defined: the ESP
transport format [ RFC5202]. The order of these paraneters does not
follow the order of their type value, but they are put in the packet
in order of preference. The first of the transport formats it the
nost preferred, and so on.

Al'l of the TLV paraneters have a length (including Type and Length
fields), which is a multiple of 8 bytes. When needed, paddi ng MJST
be added to the end of the paraneter so that the total |ength becones
a multiple of 8 bytes. This rule ensures proper alignment of data.
Any added paddi ng bytes MJUST be zeroed by the sender, and their

val ues SHOULD NOT be checked by the receiver

Consequently, the Length field indicates the length of the Contents
field (in bytes). The total length of the TLV paraneter (including
Type, Length, Contents, and Padding) is related to the Length field
according to the follow ng fornul a:

Total Length = 11 + Length - (Length + 3) % 8;

where % is the nmodul o operator
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0 1 2 3
012345678901234567890123456789°01
T S T T T G T S TR S U S G S T T S

| Type | C Length

B S S S T I S S T s S Sl S S S S S S S S S

|
/ Contents /
/ e i O
| | Paddi ng |
B s T s s e T o e S T ks et s oot ST S S S o S S 3
Type Type code for the paraneter. 16 bits long, Cbit
bei ng part of the Type code.
C Critical. One if this paraneter is critical, and

MUST be recogni zed by the recipient, zero otherw se.
The C bit is considered to be a part of the Type
field. Consequently, critical paraneters are always
odd and non-critical ones have an even val ue.

Length Length of the Contents, in bytes.
Contents Par anet er specific, defined by Type
Paddi ng Paddi ng, 0-7 bytes, added if needed
Critical paranmeters MJST be recognized by the recipient. If a

reci pient encounters a critical paraneter that it does not recogni ze,
it MJUST NOT process the packet any further. It MAY send an | CWMP or
NOTI FY, as defined in Section 4.3.

Non-critical paraneters MAY be safely ignored. |If a recipient
encounters a non-critical paraneter that it does not recognize, it
SHOULD proceed as if the paraneter was not present in the received
packet .

5.2.2. Defining New Paraneters

Future specifications may define new paraneters as needed. Wen
defining new paraneters, care nust be taken to ensure that the
paraneter type values are appropriate and | eave suitable space for
other future extensions. One nust renenber that the paraneters MJST
al ways be arranged in increasing order by Type code, thereby liniting
the order of parameters (see Section 5.2.1).

The followi ng rules nust be foll owed when defini ng new paraneters.

1. The loworder bit C of the Type code is used to distinguish
between critical and non-critical paraneters.
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5.

2.

2. A new paraneter nmay be critical only if an old recipient ignoring
it would cause security problenms. |n general, new paraneters
SHOULD be defined as non-critical, and expect a reply fromthe
recipi ent.

3. If a systeminplenents a new critical paraneter, it MJST provide
the ability to set the associated feature off, such that the
critical paraneter is not sent at all. The configuration option
must be well docunented. |nplenentations operating in a node
adhering to this specification MJST disable the sending of new
critical paraneters. In other words, the managenent interface
MUST al l ow vanilla standards-only node as a default configuration
setting, and MAY allow new critical payloads to be configured on
(and of f).

4. See Section 9 for allocation rules regarding Type codes.

3. RI1_COUNTER

+ =
+Oor
+onN

3
23456 89 12 6 78901
B i Sk S o R B S SR

=4+~

123456789 345
B i S S S I +- - +-
ype | Length
B s o s o S S e e S i TRIE TR TR S S S e e o o e i =

Reserved, 4 bytes
B i T e S i i i i T S S e e S i o i I T N S
Rl generation counter, 8 bytes |

B T T S S T S i i i i S S

0
0
+- +
| |
+-

|

+-

|

|

+-

Type 128
Length 12
R1 generation
count er The current generation of valid puzzles

The R1_COUNTER paraneter contains a 64-bit unsigned integer in

net wor k- byte order, indicating the current generation of valid

puzzl es. The sender is supposed to increnent this counter
periodically. It is RECOWENDED that the counter value is
increnmented at | east as often as ol d PUZZLE val ues are deprecated so
that SOLUTIONs to them are no | onger accepted.

The R1_COUNTER paraneter is optional. |t SHOULD be included in the
R1 (in which case, it is covered by the signature), and if present in
the R1, it MAY be echoed (including the Reserved field verbatim by
the Initiator in the I2.
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5.2.4. PUZZLE

0 1 2 3
01234567890123456789012345678901
B S S T o S S S S s S S S S S S S

| Type | Length

I S T S S T i i S S S e S
| K 1 byte | Lifetime | Opaque, 2 bytes

T S S T i i S e i S S
| Random #l, 8 bytes |
|+- B T S e T T i S S S o S i S SN SR S S |+
Type 257

Length 12

K K is the nunber of verified bits

Lifetime puzzle lifetime 2”(val ue-32) seconds

Opaque data set by the Responder, indexing the puzzle
Random #lI random nunber

Random #| is represented as a 64-bit integer, Kand Lifetine as 8-bit
integers, all in network byte order.

The PUZZLE paraneter contains the puzzle difficulty K and a 64-bit
puzzle randominteger #l. The Puzzle Lifetine indicates the tine
during which the puzzle solution is valid, and sets a tinme limt that
shoul d not be exceeded by the Initiator while it attenpts to solve
the puzzle. The lifetinme is indicated as a power of 2 using the
formula 2*(Lifetime-32) seconds. A puzzle MAY be augnented with an
ECHO REQUEST _SI GNED or an ECHO REQUEST UNSI GNED par aneter included in
the R1; the contents of the echo request are then echoed back in the
ECHO RESPONSE_SI GNED or in the ECHO RESPONSE_UNSI GNED, all owi ng the
Responder to use the included information as a part of its puzzle
processi ng.

The Opaque and Random #| field are not covered by the H P_SI GNATURE 2
par aneter.
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5.2.5. SCLUTI ON

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S

| Type | Length

B s S S i i i ks a ks st S S S S S S
| K 1 byte | Reserved | Opaque, 2 bytes

R R R R e e s o S e R S S S S S S e e e e e
| Random #l, 8 bytes

A

|

|

+-

|
|
B s o s o S S e e S i TRIE TR TR S S S e e o o e i =
Puzzl e solution #J, 8 bytes
B e e T o o e O e i el g T S S i ot T T e TR S +-!|-
Type 321
Length 20
K Kis the nunber of verified bits
Reserved zero when sent, ignored when received
Opaque copi ed unnodified fromthe recei ved PUZZLE
par anet er
Random #I random numnber

Puzzl e sol ution #J random nunber

Random #| and Random #J are represented as 64-bit integers, K as an

8-bit integer, all in network byte order

The SOLUTI ON parameter contains a solution to a puzzle. It also
echoes back the randomdifficulty K, the OQpaque field, and the puzzle
i nteger #l.
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5.2.6. DI FFI E_HELLMAN

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| Type | Length
B s S S i i i ks a ks st S S S S S S
Goup ID | Publ i c Val ue Length | Public Value
B o o e S e i I S R T e i i i T S S e e

| /
+- +
/ |
B T e o i S I i i S S N iy St S I S S
| Goup ID | Public Val ue Length | Public Value /
B e i S T e i T e S R S e e e s i i T S
/ | paddi ng |
B o i T e e T s i i T S TR S e S S i T S g e e

Type 513
Length length in octets, excluding Type, Length, and
paddi ng
Goup ID defines values for p and g
Publ i c Val ue I ength of the following Public Value in octets
Length
Publ i c Val ue the sender’s public Diffie-Hellman key

The following Goup | Ds have been defi ned:

G oup Val ue
Reserved

384-bit group

QAKLEY wel | -known group 1
1536-bit MODP group
3072-bit MODP group
6144-bit MODP group
8192-bit MODP group

OB WNEO

The MODP Diffie-Hellman groups are defined in [RFC3526]. The QAKLEY
wel | -known group 1 is defined in Appendix E

The sender can include at nost two different Diffie-Hellman public
values in the D FFl E_ HELLMAN parameter. This gives the possibility,
e.g., for a server to provide a weaker encryption possibility for a
PDA host that is not powerful enough. It is RECOMWENDED that the
Initiator, receiving nore than one public value, selects the stronger
one, if it supports it.

A H P inplenentation MIST inplenment Group IDs 1 and 3. The 384-bit

group can be used when | ower security is enough (e.g., web surfing)
and when the equi pnent is not powerful enough (e.g., some PDAs). It
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is REQU RED that the default configuration allows Goup ID 1 usage,
but it is RECOWENDED that applications that need stronger security
turn Goup ID 1 support off. Equi prent powerful enough SHOULD

i npl ement also Group 1D 5. The 384-bit group is defined in

Appendi x D.

To avoid unnecessary failures during the base exchange, the rest of
t he groups SHOULD be inplenmented in hosts where resources are
adequat e.

5.2.7. H P_TRANSFORM
0 1 2 3

01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| Type | Length |

B T e o i S I i i S S N iy St S I S S

| Suite ID #1 | Suite I D #2

B s S S i i i ks a ks st S S S S S S

| Suite ID #n | Paddi ng |

R R R R e e s o S e R S S S S S S e e e e e

Type 577

Length length in octets, excluding Type, Length, and
paddi ng

Suite ID defines the HHP Suite to be used

The following Suite I Ds are defined ([ RFC4307], [ RFC2451]):
Suite ID Val ue

RESERVED

AES- CBC wi t h HMAC- SHAL
3DES- CBC wi t h HVAC- SHAL
3DES- CBC wi t h HVAC- MD5
BLOWFI SH- CBC wi t h HMAC- SHAL
NULL- ENCRYPT w t h HMAC- SHAL
NULL- ENCRYPT wi t h HVAC- MD5

O wWNEFO

The sender of a H P_TRANSFORM par anmeter MJST nake sure that there are
no nmore than six (6) H P Suite IDs in one H P_TRANSFORM par anet er .
Conversely, a recipient MIST be prepared to handl e received transport
paraneters that contain nore than six Suite IDs by accepting the
first six Suite IDs and dropping the rest. The Iimted nunber of
transforns sets the maxi num size of H P_TRANSFORM paraneter. As the
default configuration, the H P_TRANSFORM paraneter MJST contain at

| east one of the mandatory Suite IDs. There MAY be a configuration
option that allows the adninistrator to override this default.
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The Responder |ists supported and desired Suite IDs in order of
preference in the Rl, up to the maxi numof six Suite IDs. The
Initiator MJST choose only one of the corresponding Suite IDs. That
Suite IDw Il be used for generating the 12.

Mandat ory i npl enentations: AES-CBC with HVAC- SHA1 and NULL- ENCRYPTI ON
wi t h HVAC- SHAL.

5.2.8. HOST_ID
0 1 2 3

01234567890123456789012345678901
T T S T i s L i S S S S S S S e T s

| Type | Length |

I i T i i S i St N S R S S

| H Length | DI -type| DI Length |

B T e o i S I i i S S N iy St S I S S

| Host ldentity /

I S T it S S T i i S S S S S

/ | Donain ldentifier /

T i i S i i S S e b s

/ | Paddi ng |

B T e o i S I i i S S N iy St S I S S

Type 705

Length length in octets, excluding Type, Length, and
Paddi ng

H Length I ength of the Host ldentity in octets

D -type type of the following Domain Identifier field

DI Length Il ength of the FQDN or NAl in octets

Host Identity actual Host ldentity

Domain ldentifier the identifier of the sender

The Host ldentity is represented in RFC 4034 [ RFC4034] format. The
al gorithnms used in RDATA format are the foll ow ng:

Al gorithns Val ues

RESERVED 0

DSA 3 [ RFC2536] ( RECOMVENDED)
RSA/ SHAL 5 [ RFC3110] ( REQUI RED)

The followi ng D -types have been defi ned:

Type Val ue
none i ncl uded 0
FQDN 1
NAI 2
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FQDN Fully Qualified Domain Nanme, in binary fornat.
NA| Net wor k Access ldentifier

The format for the FQDN is defined in RFC 1035 [ RFC1035] Section 3.1.
The format for NAl is defined in [ RFC4282]

If there is no Donain ldentifier, i.e., the Di-type field is zero,
the DI Length field is set to zero as well.

5.2.9. HVAC

0 1 2 3
01234567890123456789012345678901
o S S

| Type | Length
B s T s s e T o e S T ks et s oot ST S S S o S S 3

|

| HVAC |

/ /

/ S +

| | Paddi ng |

B s T s s e T o e S T ks et s oot ST S S S o S S 3

Type 61505

Length length in octets, excluding Type, Length, and
Paddi ng

HVAC HVAC conput ed over the HI P packet, excluding the

HVAC paraneter and any foll owi ng paraneters, such
as Hl P_SI GNATURE, H P_SI GNATURE_2,
ECHO_REQUEST_UNSI GNED, or ECHO RESPONSE_UNSI GNED.
The checksum field MJST be set to zero and the H P
header length in the H P conmon header MJUST be
cal cul ated not to cover any excluded paraneters
when the HVAC is cal culated. The size of the

HVAC i s the natural size of the hash conputation
out put dependi ng on the used hash function

The HMVAC cal cul ation and verification process is presented in
Section 6.4. 1.
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The paraneter structure is the same as in Section 5.2.9. The fields

ar e:

Type
Length

HVAC

61569

length in octets, excluding Type, Length, and
Paddi ng

HVAC conput ed over the HI P packet, excluding the
HVAC paraneter and any foll owi ng paraneters such
as HI P_SI GNATURE, HI P_SI GNATURE_2,

ECHO REQUEST_UNSI GNED, or ECHO RESPONSE_UNSI GNED,
and including an additional sender’'s HOST_ID
paraneter during the HVAC cal cul ati on. The
checksum field MJUST be set to zero and the HP
header length in the H P cormon header MJST be
cal cul ated not to cover any excluded paraneters
when the HVAC is cal cul ated. The size of the
HVAC is the natural size of the hash conputation
out put dependi ng on the used hash function

The HVAC cal cul ati on and verification process is presented in

Section 6.4.1.

5.2.11. H P_SI GNATURE

0

1 2 3

01234567890123456789012345678901
B S S T o S S S S s S S S S S S S

|
| SIGalg
/

Type
Length

Type | Length |
B e i S T e i T e S R S e e e s i i T S
| Si gnature /
B o i T e e T s i i T S TR S e S S i T S g e e
| Paddi ng |
B T e o i S I i i S S N iy St S I S S
61697
length in octets, excluding Type, Length, and
Paddi ng

SIGalg
Si gnature

Moskowi tz, et al

signature al gorithm

the signature is cal cul ated over the H P packet,
excl udi ng the H P_SI GNATURE par aneter and any
paraneters that follow the H P_SI GNATURE par anet er.
The checksum field MJUST be set to zero, and the H P
header length in the H P conmon header MJUST be
calculated only to the begi nning of the

H P_SI GNATURE par aneter when the signature is

cal cul at ed
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The signature algorithns are defined in Section 5.2.8. The signature
in the Signature field is encoded using the proper nethod dependi ng
on the signature algorithm (e.g., according to [RFC3110] in case of
RSA/ SHA1, or according to [ RFC2536] in case of DSA).

The H P_SI GNATURE cal cul ation and verification process is presented
in Section 6.4.2.

5.2.12. H P_SI GNATURE_2

The paraneter structure is the same as in Section 5.2.11. The fields

are:
Type 61633
Length length in octets, excluding Type, Length, and
Paddi ng
SIGalg signature al gorithm
Si gnature Wthin the RL packet that contains the H P_SI GNATURE 2

paraneter, the Initiator’s H T, the checksum
field, and the Opaque and Random #| fields in the
PUZZLE paranmeter MJST be set to zero while
conmputing the H P_SI GNATURE_2 signature. Further,
the H P packet length in the H P header MJST be
adjusted as if the H P_SIGNATURE 2 was not in the
packet during the signature calculation, i.e., the
H P packet length points to the begi nning of

the H P_SI GNATURE_2 paraneter during signing and
verification.

Zeroing the Initiator’s H'T nmakes it possible to create Rl packets
bef orehand, to mininize the effects of possible DoS attacks. Zeroing
t he Random #|l and Opaque fields within the PUZZLE paraneter all ows
these fields to be popul ated dynamically on preconputed Rls.

Signature calculation and verification follows the process in
Section 6.4.2.
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5.2.13. SEQ

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S

| Type | Length

B e i S T e i T e S R S e e e s i i T S
| Update ID

B o i T e e T s i i T S TR S e S S i T S g e e

Type 385
Length 4
Update ID 32-bit sequence nunber

The Update ID is an unsigned quantity, initialized by a host to zero
upon noving to ESTABLI SHED state. The Update ID has scope within a
single H P association, and not across multiple associations or
multiple hosts. The Update IDis increnented by one before each new
UPDATE that is sent by the host; the first UPDATE packet origi nated
by a host has an Update |ID of O.

5.2.14. ACK

0 1 2 3
01234567890123456789012345678901
T T R o o i e S  E  E e e s o i N SR

| Type | Length

B T T T o o S S S e i S S Tk e e Y S
| peer Update ID

B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

Type 449

Length variable (nmultiple of 4)

peer Update ID 32-bit sequence nunber corresponding to the
Update | D bei ng ACKed.

The ACK paraneter includes one or nore Update |IDs that have been
received fromthe peer. The Length field identifies the nunber of
peer Update IDs that are present in the paraneter
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5.2.15. ENCRYPTED

0 1 2 3
01234567890123456789012345678901
B S S T o S S S S s S S S S S S S

| Type | Length
B s S S i i i ks a ks st S S S S S S
| Reser ved |
R R R R e e s o S e R S S S S S S e e e e e
| IV /
/ /
/ +-+-+-+-+-+- - -+ - -+ - - - -+
+-+-+- -+ +- - - - - - - - - - -+ /
/ Encrypted data /
/ /
/ e +
/ | Paddi ng |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
Type 641
Length length in octets, excluding Type, Length, and
Paddi ng
Reserved zero when sent, ignored when received
IV Initialization vector, if needed, otherw se

nonexi stent. The length of the IVis inferred from
the HP transform
Encrypt ed The data is encrypted using an encryption al gorithm
dat a as defined in H P transform

The ENCRYPTED par anet er encapsul ates anot her paraneter, the encrypted
data, which holds one or nore H P paraneters in bl ock encrypted form

Consequently, the first fields in the encapsul ated paraneter(s) are
Type and Length of the first such paraneter, allow ng the contents to
be easily parsed after decryption

The field labelled "Encrypted data" consists of the output of one or
nmore HI P paraneters concatenated together that have been passed

t hrough an encryption algorithm Each of these inner parameters is
padded according to the rules of Section 5.2.1 for paddi ng individua
paraneters. As a result, the concatenated paraneters will be a block
of data that is 8-byte aligned

Some encryption algorithms require that the data to be encrypted nust
be a nultiple of the cipher algorithmblock size. In this case, the
above bl ock of data MJST include additional padding, as specified by
the encryption algorithm The size of the extra padding is selected
so that the Iength of the unencrypted data block is a nmultiple of the
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ci pher block size. The encryption algorithmmy specify paddi ng
bytes other than zero; for exanple, AES [FlIPS01] uses the PKCS5
paddi ng schene (see section 6.1.1 of [RFC2898]) where the remaining n
bytes to fill the block each have the value n. This yields an
"unencrypted data" block that is transforned to an "encrypted data"

bl ock by the cipher suite. This extra padding added to the set of
paraneters to satisfy the cipher block alignnent rules is not counted
in HP TLV length fields, and this extra paddi ng should be renoved by
t he ci pher suite upon decryption

Note that the length of the cipher suite output may be smaller or

| arger than the length of the set of paraneters to be encrypted,
since the encryption process may conpress the data or add additiona
paddi ng to the data.

Once this encryption process is conpleted, the Encrypted data field
is ready for inclusion in the Parameter. |f necessary, additiona
Paddi ng for 8-byte alignnent is then added according to the rul es of
Section 5.2.1.

5.2.16. NOTI FI CATI ON

The NOTI FI CATI ON paraneter is used to transmt informational data,
such as error conditions and state transitions, to a H P peer. A
NOTI FI CATI ON paraneter nmay appear in the NOTIFY packet type. The use
of the NOTI FI CATI ON paraneter in other packet types is for further

st udy.
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0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| Type | Length
B T e o i S I i i S S N iy St S I S S
| Reserved | Notify Message Type
B s S S i i i ks a ks st S S S S S S
| /
/ Notification Data /
/ T +
/ Paddi ng |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
Type 832
Length length in octets, excluding Type, Length, and
Paddi ng
Reserved zero when sent, ignored when received
Notify Message specifies the type of notification
Type
Noti fication informational or error data transmitted in addition
Dat a to the Notify Message Type. Values for this field
are type specific (see bel ow).
Paddi ng any Padding, if necessary, to nake the paraneter a

multiple of 8 bytes.

Notification information can be error nessages specifying why an SA
could not be established. It can also be status data that a process
managi ng an SA dat abase w shes to conmunicate with a peer process.
The table below lists the Notification nessages and their
correspondi ng val ues.

To avoid certain types of attacks, a Responder SHOULD avoid sending a
NOTI FI CATION to any host with which it has not successfully verified
a puzzl e sol ution.

Types in the range 0-16383 are intended for reporting errors and in
the range 16384- 65535 for other status information. An

i mpl enentation that receives a NOTIFY packet with a NOTIFI CATI ON
error paraneter in response to a request packet (e.g., 11, 12,
UPDATE) SHOULD assune that the correspondi ng request has fail ed
entirely. Unrecognized error types MJST be ignored except that they
SHOULD be | ogged.

Notify payloads with status types MJST be ignored if not recognized.

Moskowi tz, et al. Experi ment al [ Page 51]



RFC 5201 Host Identity Protocol April 2008

NOTI FI CATI ON PARAMETER - ERROR TYPES Val ue

UNSUPPORTED_CRI Tl CAL_PARAMETER _TYPE 1

Sent if the paraneter type has the "critical" bit set and the
paraneter type is not recognized. Notification Data contains
the two-octet paraneter type

I NVALI D_SYNTAX 7

I ndicates that the H P nessage received was invalid because

sonme type, length, or value was out of range or because the
request was rejected for policy reasons. To avoid a denial -

of -service attack using forged nessages, this status may only be
returned for packets whose HVAC (if present) and SI GNATURE have
been verified. This status MJIST be sent in response to any
error not covered by one of the other status types, and should
not contain details to avoid | eaking informati on to soneone
probing a node. To aid debugging, nore detail ed error

i nformati on SHOULD be witten to a console or |og.

NO_DH_PROPOSAL_ CHOSEN 14
None of the proposed group | Ds was acceptable.
| NVALI D_DH CHOSEN 15

The DH Goup ID field does not correspond to one offered
by the Responder.

NO_Hl P_PROPOSAL_CHOSEN 16

None of the proposed H P Transformcrypto suites was
accept abl e.

| NVALI D_HI P_TRANSFORM CHOSEN 17

The H P Transformcrypto suite does not correspond to
one offered by the Responder.

AUTHENTI CATI ON_FAI LED 24

Sent in response to a H P signature failure, except when
the signature verification fails in a NOIlFY nessage.
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CHECKSUM FAI LED 26
Sent in response to a H P checksum failure.

HVAC_FAIl LED 28
Sent in response to a H P HVAC failure.

ENCRYPTI ON_FAI LED 32

The Responder coul d not successfully decrypt the
ENCRYPTED par anet er.

I NVALID H'T 40

Sent in response to a failure to validate the peer’s
H T fromthe corresponding H .

BLOCKED_BY_POLI CY 42

The Responder is unwilling to set up an association
for sone policy reason (e.g., received H'T is NULL
and policy does not allow opportunistic node).

SERVER_BUSY_PLEASE_RETRY 44

The Responder is unwilling to set up an association as it is
suffering under some kind of overload and has chosen to shed | oad
by rejecting the Initiator’s request. The Initiator may retry;
however, the Initiator MUST find another (different) puzzle
solution for any such retries. Note that the Initiator nmay need
to obtain a new puzzle with a new |1/ Rl exchange.

NOTI FY MESSACGES - STATUS TYPES Val ue

| 2_ACKNOW.EDGEMENT 16384

The Responder has an |2 fromthe Initiator but had to queue the |2
for processing. The puzzle was correctly solved and t he Responder
iswilling to set up an association but currently has a nunber of
I2s in the processing queue. R2 will be sent after the 12 has
been processed.
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5.2.17. ECHO REQUEST_SI GNED

0 1 2 3

01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| Type | Length |
T S I i i i S T ok i S S SIS
| Opaque data (variable | ength) |
R e i e e S S e i o S S S S S R SR S

Type 897

Length vari abl e

Opaque data opaque data, supposed to be neaningful only to the
node t hat sends ECHO REQUEST_SI GNED and receives a
correspondi ng ECHO RESPONSE_SI GNED or
ECHO_RESPONSE_UNSI GNED.

The ECHO REQUEST_SI GNED par anet er contai ns an opaque bl ob of data
that the sender wants to get echoed back in the corresponding reply
packet .

The ECHO REQUEST_SI GNED and correspondi ng echo response paraneters
MAY be used for any purpose where a node wants to carry sone state in
a request packet and get it back in a response packet. The

ECHO REQUEST SIGNED is covered by the HVAC and SIGNATURE. A H P
packet can contain only one ECHO REQUEST S| GNED or

ECHO REQUEST_UNSI GNED par aneter. The ECHO REQUEST_SI GNED par anet er
MUST be responded to with a correspondi ng echo response.

ECHO RESPONSE_SI GNED SHOULD be used, but if it is not possible, e.g.,
due to a m ddl ebox-provi ded response, it MAY be responded to with an
ECHO_RESPONSE_UNSI GNED.

5.2.18. ECHO REQUEST_UNSI GNED

0 1 2 3

01234567890123456789012345678901
T T i e i i e T e b s S S SN S
| Type | Length |
T T i e S e e R e i i it R NI TR R R SR
| Opaque data (variabl e | ength) |
B T e o i S I i i S S N iy St S I S S

Type 63661

Length vari abl e

Opaque data opaque data, supposed to be neaningful only to the
node that sends ECHO REQUEST UNSI GNED and receives a
correspondi ng ECHO RESPONSE_UNSI GNED.
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The ECHO REQUEST_UNSI GNED par anmet er contai ns an opaque bl ob of data
that the sender wants to get echoed back in the corresponding reply
packet .

The ECHO REQUEST_UNSI GNED and correspondi ng echo response paraneters
MAY be used for any purpose where a node wants to carry sone state in
a request packet and get it back in a response packet. The

ECHO REQUEST UNSI GNED i s not covered by the HVAC and SI GNATURE. A

H P packet can contain one or nore ECHO REQUEST_UNSI GNED par anet ers.
It is possible that mi ddl eboxes add ECHO REQUEST UNSI GNED par anet er s
in H P packets passing by. The sender has to create the Opaque field
so that it can later identify and renpbve the correspondi ng
ECHO_RESPONSE_UNSI GNED par anet er .

The ECHO REQUEST_UNSI GNED par anmeter MJUST be responded to with an
ECHO_RESPONSE _UNSI GNED par anet er .

5.2.19. ECHO _RESPONSE_SI GNED

0 1 2 3

01234567890123456789012345678901
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Type | Length |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Opaque data (variable | ength) |
B Lt r s i i i o o T s ks S R S

Type 961

Length vari abl e

Opaque data opaque data, copied unnodified fromthe
ECHO REQUEST_SI GNED or ECHO REQUEST_UNSI GNED
paraneter that triggered this response.

The ECHO RESPONSE_SI GNED par anet er contains an opaque bl ob of data
that the sender of the ECHO REQUEST_SI GNED wants to get echoed back.

The opaque data is copied unnodified fromthe ECHO REQUEST_ SI GNED
par anet er .

The ECHO REQUEST_SI GNED and ECHO RESPONSE_SI GNED par aneters MAY be
used for any purpose where a node wants to carry sone state in a
request packet and get it back in a response packet. The

ECHO _RESPONSE_SI GNED i s covered by the HVAC and SI GNATURE.
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5.2.20. ECHO RESPONSE_UNSI GNED

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S

| Type | Length

T S I i i i S T ok i S S SIS
| Opaque data (variable | ength)

R e i e e S S e i o S S S S S R SR S

Type 63425

Length vari abl e

Opaque data opaque data, copied unnodified fromthe
ECHO REQUEST S| GNED or ECHO REQUEST UNSI GNED
paraneter that triggered this response

The ECHO RESPONSE_UNSI GNED par anet er contai ns an opaque bl ob of data
that the sender of the ECHO REQUEST_SI GNED or ECHO REQUEST_UNSI GNED

wants to get echoed back. The opaque data is copied unnodified from
t he correspondi ng echo request paraneter.

The echo request and ECHO RESPONSE UNSI GNED par aneters MAY be used
for any purpose where a node wants to carry some state in a request
packet and get it back in a response packet. The

ECHO RESPONSE _UNSI GNED i s not covered by the HVAC and S| GNATURE.

5.3. H P Packets
There are eight basic H P packets (see Table 10). Four are for the

H P base exchange, one is for updating, one is for sending
notifications, and two are for closing a H P associ ation
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Fommmmeeiiieaaana e e TS +
| Packet type | Packet name |
T T e +
| 1 | 11 - the HHP Initiator Packet |
| | |
| 2 | RL - the H P Responder Packet |
| | |
| 3 | 12 - the Second H P Initiator Packet |
| | |
| 4 | R2 - the Second H P Responder Packet |
| | |
| 16 | UPDATE - the H P Update Packet |
| | |
| 17 | NOTIFY - the HP Notify Packet |
| | |
| 18 | CLOSE - the HI P Association O osing Packet |
| | |
| 19 | CLOSE_ACK - the H P O osing Acknow edgnent |
| | Packet |
T e T +

Tabl e 10: H P packets and packet type nunbers

Packets consist of the fixed header as described in Section 5.1,
foll owed by the paraneters. The paraneter part, in turn, consists of
zero or nore TLV-coded paraneters

In addition to the base packets, other packet types will be defined
|ater in separate specifications. For exanmple, support for mobility
and nulti-honming is not included in this specification

See Notation (Section 2.2) for used operations.

In the future, an OPTI ONAL upper-1|ayer payl oad MAY follow the H P
header. The Next Header field in the header indicates if there is
additional data following the H P header. The H P packet, however,
MUST NOT be fragnented. This limts the size of the possible
additional data in the packet.
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5.3.1. 11 - the HP Initiator Packet

The H P header values for the |11 packet:

Header :
Packet Type =1
SRCHT = Initiator's HT
DST HT = Responder’s HI T, or NULL

IP( HP () )
The 11 packet contains only the fixed H P header
Valid control bits: none

The Initiator gets the Responder’s HIT either froma DNS | ookup of
the Responder’s FQN, from sone other repository, or froma |oca
table. If the Initiator does not know the Responder’s HI T, it may
attenpt to use opportunistic node by using NULL (all zeros) as the
Responder’'s HI T. See also "H P Qpportunistic Mde" (Section 4.1.6).

Since this packet is so easy to spoof even if it were signed, no
attenpt is made to add to its generation or processing cost.

| mpl enent ati ons MUST be able to handle a stormof received |1
packets, discarding those with common content that arrive within a
smal | tinme delta.

.3.2. Rl - the H P Responder Packet
The H P header values for the Rl packet:

Header :
Packet Type = 2
SRC HT = Responder’s H' T
DST HT = Initiator’s HT

IP ( HP ( [ RL_COUNTER ]
PUZZLE,
DI FFl E_HELLMAN,
H P_TRANSFORM
HOST I D,
[ ECHO REQUEST_ S| GNED, ]
H P_SI GNATURE 2 )
<, ECHO REQUEST_UNSI GNED >i)

Valid control bits: A
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If the Responder’s H is an anonynous one, the A control MJST be set.

The Initiator’s HH'T MIUST match the one received in 11. If the
Responder has multiple H's, the Responder’s H T used MJUST match
Initiator’s request. |If the Initiator used opportunistic node, the
Responder may select freely anbng its H's. See also "H P

Qpportuni stic Mbde" (Section 4.1.6).

The R1 generation counter is used to deternmine the currently valid
generation of puzzles. The value is increased periodically, and it
is RECOMENDED that it is increased at |east as often as solutions to
ol d puzzles are no | onger accepted.

The Puzzl e contains a Random #l and the difficulty K The difficulty
K indicates the nunber of |lower-order bits, in the puzzle hash
result, that mnust be zeros; see Section 4.1.2. The Random #l is not
covered by the signature and nust be zeroed during the signature
calculation, allowing the sender to select and set the #l into a
preconputed Rl just prior sending it to the peer

The Diffie-Hellman value is epheneral, and one val ue SHOULD be used
only for one connection. Once the Responder has received a valid
response to an Rl packet, that Diffie-Hellman val ue SHOULD be
deprecated. Because it is possible that the Responder has sent the
same Diffie-Hellman value to different hosts sinultaneously in
correspondi ng Rl packets, those responses should al so be accepted.
However, as a defense against |11 storms, an inplenentati on MAY
propose, and re-use if not avoidable, the same D ffie-Hellman val ue
for a period of time, for exanple, 15 mnutes. By using a snmal
nunber of different puzzles for a given Diffie-Hellmn value, the RL
packets can be preconputed and delivered as quickly as |1 packets
arrive. A scavenger process should clean up unused D ffie-Hell man
val ues and puzzl es.

Re-using Diffie-Hellman public keys opens up the potential security
risk of nmore than one Initiator ending up with the sane keying
material (due to faulty random nunber generators). Also, nore than
one Initiator using the same Responder public key half nmay lead to
potentially easier cryptographic attacks and to inperfect forward
security.

However, these risks involved in re-using the sane key are
statistical; that is, the authors are not aware of any nechani smt hat
woul d al | ow mani pul ati on of the protocol so that the risk of the re-
use of any given Responder Diffie-Hellmn public key would differ
fromthe base probability. Consequently, it is RECOMVENDED t hat

i npl ement ations avoid re-using the sanme D-H key with multiple
Initiators, but because the risk is considered statistical and not
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known to be nmanipul abl e, the inplenentations MAY re-use a key in
order to ease resource-constrained i npl enentations and to increase
the probability of successful communication with legitimate clients
even under an |1 storm In particular, when it is too expensive to
generate enough preconputed Rl packets to supply each potenti al
Initiator with a different D-H key, the Responder MAY send the sane
D-H key to several Initiators, thereby creating the possibility of
multiple legitinate Initiators ending up using the same Responder -
side public key. However, as soon as the Responder knows that it
will use a particular DH key, it SHOULD stop offering it. This
design is ained to all ow resource-constrai ned Responders to offer
services under 11 storns and to sinmultaneously nmake the probability
of D-H key re-use both statistical and as | ow as possi bl e.

If a future version of this protocol is considered, we strongly
recommend that these issues be studied again. Especially, the
current design allows hosts to becone potentially nore vulnerable to
a statistical, |lowprobability problemduring 11 stormattacks than
what they are if no attack is taking place; whether this is
acceptabl e or not should be reconsidered in the |ight of any new
experi ence gai ned.

The H P_TRANSFORM contains the encryption and integrity algorithns
supported by the Responder to protect the H exchange, in the order
of preference. Al inplenentations MJST support the AES [ RFC3602]

wi t h HVAC- SHA- 1- 96 [ RFC2404] .

The ECHO REQUEST_ SI GNED and ECHO REQUEST UNSI GNED contai ns data that
the sender wants to receive unnodified in the correspondi ng response
packet in the ECHO RESPONSE_SI GNED or ECHO RESPONSE_UNSI GNED
paraneter.

The signature is calcul ated over the whole H P envel ope, after
setting the Initiator’s H T, header checksum as well as the Opaque
field and the Random #1 in the PUZZLE paraneter tenporarily to zero
and excluding any paraneters that follow the signature, as described
in Section 5.2.12. This allows the Responder to use preconputed Rils.
The Initiator SHOULD validate this signature. |t SHOULD check that
the Responder’s H received matches with the one expected, if any.
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5.3.3. 12 - the Second H P Initiator Packet
The H P header values for the |12 packet:
Header :

SRCHT =Initiator’s HT
| T = Responder’s H'T

IP ( HP ( [RL_COUNTER ]
SOLUTI ON,
DI FFI E_HELLMAN,
H P_TRANSFORM
ENCRYPTED { HOST_ ID} or HOST_ID,
[ ECHO RESPONSE_SI GNED | ]
HVAC,
H P_SI GNATURE
<, ECHO RESPONSE_UNSI GNED>i ) )

Valid control bits: A
The H Ts used MJUST match the ones used previously.
If the Initiator’s H is an anonynous one, the A control MJST be set.

The Initiator MAY include an unnodified copy of the RL_COUNTER
paraneter received in the corresponding Rl packet into the |2 packet.

The Sol ution contains the Random #l from Rl and the conmputed #J. The
loworder K bits of the RHASH(I | ... | J) MJST be zero.

The Diffie-Hellman value is epheneral. |f preconputed, a scavenger
process should clean up unused Diffie-Hellman val ues. The Responder
may re-use Diffie-Hellman val ues under sone conditions as specified
in Section 5.3.2.

The H P_TRANSFORM contains the single encryption and integrity
transformselected by the Initiator, that will be used to protect the
H exchange. The chosen transform MJST correspond to one offered by
the Responder in the RL. Al inplenmentations MJST support the AES
transform [ RFC3602] .

The Initiator’s H MAY be encrypted using the H P_TRANSFORM

encryption algorithm The keying material is derived fromthe
Diffie-Hell man exchanged as defined in Section 6.5.
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The ECHO RESPONSE_SI GNED and ECHO RESPONSE _UNSI GNED contain the
unnodi fi ed OQpaque data copied fromthe correspondi ng echo request
par aneter.

The HVAC is cal cul ated over the whole H P envel ope, excluding any
paraneters after the HVAC, as described in Section 6.4.1. The
Responder MUST validate the HVAC

The signature is calculated over the whole H P envel ope, excluding
any paraneters after the H P_SI GNATURE, as described in

Section 5.2.11. The Responder MJST validate this signature. It MAY
use either the H in the packet or the H acquired by sone other
nmeans.

5.3.4. R2 - the Second H P Responder Packet

The H P header values for the R2 packet:

Header :
Packet Type = 4
SRC HHT = Responder’s H' T
DST HT = Initiator’s HT

IP( HP ( HVAC 2, H P_SIGNATURE ) )
Valid control bits: none
The HVAC 2 is cal cul ated over the whole H P envel ope, with
Responder’s HOST_|I D paraneter concatenated with the H P envel ope.
The HOST I D paraneter is renoved after the HVAC cal cul ation. The
procedure is described in Section 6.4.1.
The signature is cal cul ated over the whole H P envel ope.
The Initiator MJIST validate both the HVAC and t he signature.
5.3.5. UPDATE - the H P Update Packet
Support for the UPDATE packet is MANDATORY.
The H P header val ues for the UPDATE packet:
Header :
Packet Type = 16
SRCHT = Sender’s HT
DST HT = Recipient’s HT

IP ( HP ( [SEQ ACK ] HVAC, H P_SIGNATURE ) )
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Valid control bits: None

The UPDATE packet contai ns nandatory HMAC and HI P_SI GNATURE
paraneters, and other optional paraneters

The UPDATE packet contains zero or one SEQ paraneter. The presence
of a SEQ paraneter indicates that the receiver MJST ACK t he UPDATE.
An UPDATE that does not contain a SEQ paraneter is sinply an ACK of a
previ ous UPDATE and itself MJST NOT be ACKed.

An UPDATE packet contains zero or one ACK paranmeters. The ACK

par anet er echoes the SEQ sequence nunber of the UPDATE packet being
ACKed. A host MAY choose to ACK nore than one UPDATE packet at a
time; e.g., the ACK may contain the last two SEQ val ues received, for
robustness to ACK | oss. ACK values are not cunul ative; each received
uni que SEQ val ue requires at | east one correspondi ng ACK val ue in
reply. Received ACKs that are redundant are ignored.

The UPDATE packet may contain both a SEQ and an ACK paraneter. In
this case, the ACK is being piggybacked on an outgoing UPDATE. In
general , UPDATEs carryi ng SEQ SHOULD be ACKed upon conpl etion of the
processing of the UPDATE. A host MAY choose to hold the UPDATE
carrying ACK for a short period of time to allow for the possibility
of piggybacking the ACK paranmeter, in a manner simlar to TCP del ayed
acknow edgnent s.

A sender MAY choose to forgo reliable transnission of a particular
UPDATE (e.g., it becones overcone by events). The semantics are such
that the receiver MJST acknow edge the UPDATE, but the sender NAY
choose to not care about receiving the ACK

UPDATEs MAY be retransnmitted w thout increnenting SEQ |If the sane
subset of paraneters is included in nultiple UPDATEsS with different
SEQs, the host MJST ensure that the receiver’s processing of the
paraneters multiple times will not result in a protocol error

5.3.6. NOTIFY - the H P Notify Packet

The NOTI FY packet is OPTIONAL. The NOTI FY packet MAY be used to
provide information to a peer. Typically, NOTIFY is used to indicate
some type of protocol error or negotiation failure. NOIlFY packets
are unacknow edged. The receiver can handl e the packet only as

i nformati onal, and SHOULD NOT change its H P state (Section 4.4.1)
based purely on a received NOTI FY packet.
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The H P header val ues for the NOTIFY packet:

Header :
Packet Type = 17
SRCHT = Sender’s HT
DST HT = Recipient’s HT, or zero if unknown

IP ( HIP (<NOTIFI CATION>i, [HOST_ID, ] HI P_SI GNATURE) )

Valid control bits: None

The NOTI FY packet is used to carry one or nore NOTI FI CATI ON
par anmeters

5.3.7. CLCSE - the H P Association C osing Packet

The H P header values for the CLOSE packet:

Header :
Packet Type = 18
SRCHT = Sender’s HT
DST HT = Recipient’s HT

IP ( H P ( ECHO REQUEST_SI GNED, HVAC, H P_SI GNATURE ) )

Valid control bits: none

The sender MJST include an ECHO REQUEST SI GNED used to validate
CLOSE_ACK received in response, and both an HVAC and a signature
(cal cul ated over the whole H P envel ope).

The receiver peer MJST validate both the HVAC and the signature if it
has a H P association state, and MIST reply with a CLOSE_ACK
cont ai ni ng an ECHO RESPONSE_SI GNED corresponding to the received
ECHO_REQUEST_SI GNED.

5.3.8. CLOSE ACK - the H P dosing Acknow edgnent Packet

The H P header values for the CLOSE_ACK packet:

Header :
Packet Type = 19
SRCHT = Sender’s HT
DST HT = Recipient’s HT
IP ( HP ( ECHO RESPONSE_SI GNED, HMAC, HI P_SI GNATURE ) )

Valid control bits: none
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The sender MUST include both an HVAC and signature (cal cul ated over
t he whol e H P envel ope).

The receiver peer MJIST validate both the HVAC and the signature
5.4, | CVWP Messages

When a HI P inplenentation detects a problemw th an inconing packet,
and it either cannot deternmine the identity of the sender of the
packet or does not have any existing H P association with the sender
of the packet, it MAY respond with an | CMP packet. Any such replies
MUST be rate-limted as described in [ RFC2463]. |In npbst cases, the

| CMP packet will have the Paraneter Problemtype (12 for | CWwWv4, 4
for 1CWPv6), with the Pointer field pointing to the field that caused
the |1 COWP nessage to be generated.

5.4.1. Invalid Version

If a HP inplementation receives a H P packet that has an
unrecogni zed H P version nunber, it SHOULD respond, rate-limted,
with an | CMP packet with type Paraneter Problem the Pointer pointing
to the VER /RES. byte in the H P header.

5.4.2. Oher Problens with the H P Header and Packet Structure

If a HHP i npl ementation receives a H P packet that has other
unrecoverabl e problens in the header or packet format, it MAY
respond, rate-limted, with an | CMP packet with type Paraneter
Problem the Pointer pointing to the field that failed to pass the
format checks. However, an inplenentation MJST NOT send an | CWP
message if the checksumfails; instead, it MJST silently drop the
packet .

5.4.3. Invalid Puzzle Sol ution

If a HP inplenentation receives an |2 packet that has an invalid
puzzl e sol ution, the behavior depends on the underlying version of
IP. If IPv6 is used, the inplementation SHOULD respond with an | CW
packet with type Parameter Problem the Pointer pointing to the

begi nning of the Puzzle solution #J field in the SOLUTI ON payl oad in
the H P nessage.

If IPv4 is used, the inplenentation MAY respond with an | CVP packet
with the type Paraneter Problem copying enough of bytes fromthe |2
nmessage so that the SOLUTI ON paraneter fits into the | CMP nessage
the Pointer pointing to the beginning of the Puzzle solution #J
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field, as in the IPv6 case. Note, however, that the resulting | CWPv4
message exceeds the typical | CMPv4 nessage size as defined in
[ RFC0792] .

5.4.4. Non-Existing H P Associ ation

If a HP inplenentation receives a CLOSE or UPDATE packet, or any

ot her packet whose handling requires an existing association, that
has either a Receiver or Sender HI T that does not match with any

exi sting H P association, the inplenentation MAY respond, rate-
limted, with an | CMP packet with the type Paraneter Problem and
with the Pointer pointing to the beginning of the first H T that does
not mat ch.

A host MJST NOT reply with such an ICWP if it receives any of the
foll owi ng nessages: 11, R2, 12, R2, and NOTIFY. Wen introduci ng new
packet types, a specification SHOULD define the appropriate rules for
sendi ng or not sending this kind of | CW reply.

6. Packet Processing

Each host is assunmed to have a single H P protocol inplenentation
that manages the host’s H P associ ati ons and handl es requests for new
ones. Each H P association is governed by a conceptual state

machi ne, with states defined above in Section 4.4. The HP

i mpl enentation can simultaneously maintain H P associations with nore
than one host. Furthernore, the H P inplenentation may have nore
than one active H P association with another host; in this case, HP
associ ations are distinguished by their respective HTs. It is not
possi ble to have nore than one H P associ ati on between any given pair
of H Ts. Consequently, the only way for two hosts to have nore than
one parallel association is to use different H Ts, at |east at one
end.

The processing of packets depends on the state of the H P
association(s) with respect to the authenticated or apparent
originator of the packet. A H P inplenentation determnm nes whether it
has an active association with the originator of the packet based on
the HTs. In the case of user data carried in a specific transport
format, the transport format document specifies how the incom ng
packets are matched with the active associ ati ons.

6.1. Processing Qutgoing Application Data
In a H P host, an application can send application-level data using
an identifier specified via the underlying API. The APl can be a

backwar ds- conpati ble APl (see [HI P-APP]), using identifiers that |ook
simlar to | P addresses, or a conpletely new APlI, providing enhanced

Moskowi tz, et al. Experi ment al [ Page 66]



RFC 5201 Host Identity Protocol April 2008

services related to Host Identities. Depending on the H P
i mpl enentation, the identifier provided to the application my be
different; for exanple, it can be a HT or an | P address.

The exact format and nmethod for transferring the data fromthe source
H P host to the destination H P host is defined in the correspondi ng
transport format docunent. The actual data is transferred in the
network using the appropriate source and destination | P addresses.

In this docunment, conceptual processing rules are defined only for
the base case where both hosts have only single usable |IP addresses;
the nmulti-address nmulti-hom ng case will be specified separately.

The foll owi ng conceptual algorithmdescribes the steps that are
required for handling outgoing datagrans destined to a HIT.

1. If the datagram has a specified source address, it MJST be a HT.
If it is not, the inplenentation MAY replace the source address
with a HT. OQherwise, it MJST drop the packet.

2. If the datagram has an unspecified source address, the
i mpl enent ati on nust choose a suitable source HT for the
dat agram
3. If there is no active H P association with the given <source

destination> H T pair, one nust be created by running the base
exchange. While waiting for the base exchange to conplete, the
i npl enent ati on SHOULD queue at | east one packet per HP
association to be fornmed, and it MAY queue nore than one

4., Once there is an active H P association for the given <source,
destination> H T pair, the outgoing datagramis passed to
transport handling. The possible transport formats are defined
in separate docunments, of which the ESP transport format for H P
is mandatory for all H P inplenentations.

5. Before sending the packet, the H Ts in the datagram are repl aced
with suitable I P addresses. For |IPv6, the rules defined in
[ RFC3484] SHOULD be followed. Note that this H T-to-IP-address
conversion step MAY al so be performed at sone other point in the
stack, e.g., before wrapping the packet into the output format.

6.2. Processing Inconming Application Data
The foll owi ng conceptual algorithmdescribes the inconi ng datagram
handl i ng when H Ts are used at the receiving